X-Ray Absorption Signatures of the Molecular Environment in Water and Ice
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The x-ray absorption spectra of water and ice are calculated with a many-body approach for electron-hole excitations. The experimental features, including the effects of temperature change in the liquid, are reproduced from configurations generated by ab initio molecular dynamics. The spectral difference between the solid and the liquid is due to two major short-range order effects. One, due to breaking of hydrogen bonds, enhances the pre-edge intensity in the liquid. The other, due to a nonbonded molecular fraction in the first coordination shell, affects the main spectral edge in the conversion of ice to water. This effect may not involve hydrogen bond breaking as shown by experiment in high-density amorphous ice.
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The nature of the hydrogen-bond (H-bond) network in water continues to be at the center of scientific debate [1]. A few years ago, high-resolution x-ray absorption spectra (XAS) probed the local order of liquid and crystalline water phases, including the effect of temperature in the liquid [2]. These experiments stirred a storm of controversy because of their interpretation suggesting that a majority (>80%) of H bonds are broken in the liquid [2]. This would imply dominance of chains and rings of H bonds, in stark contrast to the conventional near-tetrahedral picture supported by diffraction [3], thermodynamic, and spectroscopic data [4,5]. The broken H-bond fraction was estimated from the intensity of the pre-edge peak, which is prominent in the liquid and was believed to be absent in bulk ice. X-ray Raman spectra, however, showed that the pre-edge feature is present, albeit with different intensity, not only in the liquid, but also in hexagonal (Hh), cubic (Ic), low-density amorphous (LDA), and high-density amorphous (HDA) ice [6]. This experiment also reported that water and HDA ice have spectra with the near edge more prominent than the post-edge, while the opposite occurs in Ih, Ic, and LDA ice. This is puzzling given that both LDA and HDA ice are disordered structures with an insignificant fraction of broken H bonds. Spectral calculations, based on electronic density-functional theory (DFT) and near-tetrahedral liquid models, correctly predicted the presence of three spectral features in ice and water and associated the enhancement of the pre-edge intensity to broken H bonds [7–10]. However, the agreement with experiment was only semiquantitative, and the calculations did not identify the cause of the significant changes in near- and post-edge spectra. These effects were generically attributed to disorder [8], but this does not explain why LDA and HDA ice show opposite behavior [6]. Finally, no attempt was made to discuss the effect of temperature observed in the liquid spectra [2,11–13].

In this paper, we use liquid structures generated by ab initio molecular dynamics (MD) [14] to compute x-ray spectra by adopting the final state rule [15,16] within a many-body formalism for electronic excitations [17]. Our calculations reproduce quantitatively the experimental spectra and their temperature dependence, supporting prior theoretical claims that the spectra are fully consistent with the conventional near-tetrahedral model of the liquid [8]. We associate the x-ray features to molecular excitons strongly influenced by the medium. Broken H bonds do enhance the pre-edge intensity [2], but the difference between water and ice is also due to other factors associated with liquid disorder and does not require an exceedingly large fraction of broken bonds [8]. A novel result is the finding that the large reduction of post-edge intensity from ice to water correlates with the substantial weakening in the liquid of a prominent feature of the ice density of states. We attribute this behavior to a nonbonded molecular fraction in the first coordination shell of the liquid. The short-range order (SRO) of water reflects the partial collapse of the H-bond network, but diffraction data [18] suggest that a nonbonded molecular fraction should also be present, without broken bonds, in HDA ice. We argue that this could explain the weak post-edge feature of this system.

Our approach is an approximation to the Bethe-Salpeter equation for electron-hole excitations [17], which was applied successfully to compute the optical absorption spectra of Ih ice [19] and liquid water [20]. Here we neglect the dynamics of the oxygen 1s core hole, which is localized and long-lived on the time scale of the absorption process. Then the Bethe-Salpeter equation reduces to a quasiparticle equation for the excited electron in the presence of the frozen core hole and the sea of the other electrons [16]. We solve this equation within the static Coulomb-hole and screened exchange (COHSEX) approximation [14,17]. In this approach the local exchange-correlation potential of DFT is replaced by a nonlocal self-energy operator, which we evaluate in real space using maximally localized Wannier functions [14,21].
In Fig. 1, we compare calculated and experimental XAS spectra [2] of ice and water. The spectra are aligned at the onset [14,22], and all the theoretical curves are multiplied by the scaling factor that adjusts the intensity of the near-edge water peak (at $T = 363$ K) to the corresponding experimental value (at STP). We use Gaussian broadening with a full width at half maximum of 0.6 and 0.4 eV, for ice and water, respectively, to remove discreteness from the calculated spectra [23] and to account for quasiparticle lifetime and other broadening effects ignored in the calculation. The liquid spectra are averages of the excitations of the individual molecules (32) in the simulation cell. A representative MD snapshot was used at each temperature [14]. DFT calculations showed that averaging over more snapshots had minor effect, in agreement with Ref. [8]. In the simulation the molecules are approximately tetrahedrally coordinated with $\sim 7\%$ and $\sim 11\%$ broken H bonds at $T = 330$ K and $T = 363$ K, respectively, according to the criteria of Ref. [24], or with $\sim 14\%$ and $\sim 18\%$ broken H bonds, respectively, according to the criteria of Ref. [2].

The three main experimental features, pre-edge (533–536 eV), near edge (537–539 eV), and post-edge (from 539 eV and beyond), are well reproduced in terms of position, intensity, and spectral width. By contrast, previous DFT calculations, using excited- [8] or full-core-hole [7] potentials, underestimated the overall spectral width by $\sim 2$ eV or more, with corresponding shifts in the relative peak positions. Somewhat better spectral widths were obtained in half-core-hole calculations [10,25], but this approach gave worse agreement in the pre- and near edge [7,9]. These inaccuracies are caused by the local DFT exchange-correlation potential that acts equally on all the excited states [26]. By contrast the nonlocal self-energy operator causes higher energy states to experience reduced exchange effects, i.e., a reduced attractive potential, for an overall increase of the spectral width. The agreement between theory and experiment is good in the liquid, in which we average over a representative set of local oxygen configurations. In ice instead we used the classical $T = 0$ molecular geometry without proton disorder. That and the $k = 0$ approximation in the spectral calculation [23] are responsible for the splitting of the post-edge feature into two relatively sharp peaks, at lower and higher energy, respectively, compared to the single, broader, experimental feature [28]. In the liquid [Fig. 1(c) and 1(d)], a temperature increase enhances pre- and near-edge at the expense of post-edge intensity. Qualitatively, the same effect occurs in the transition from ice to water [2]. Comparison of theoretical and experimental difference spectra in Fig. 1(d) shows that the small effects of a temperature change are well reproduced, as illustrated by the isosbestic point that falls at 538.4 eV in the calculation and at 538.8 eV in the experiment. Such a close correspondence in a derivative property would be unlikely barring a good correspondence in the molecular trends. Similar temperature effects in the pre- and post-edge features were also found in nanodroplet experiments [11].

The calculated pre-edge is weaker than experiment in both water and ice, but the intensity ratio is reasonably reproduced. This reflects approximations in the calculation. For example, vibrational (finite $T$ and zero-point motion) effects in ice should enhance the pre-edge feature. Pre-edge underestimation could also result from the assumption of a fully screened core hole. Moreover, network distortion and fraction of broken bonds in water simulations with classical nuclei and Perdew-Burke-Ernzerhof exchange correlation [29] could be underestimated in spite of a temperature $\sim 60$ K higher than experiment [14,30].

In Fig. 2, we report the COHSEX quasiparticle wave functions of representative pre-edge, near-edge, and post-edge states of ice and water, and the three lowest energy features of the monomer absorption spectrum. The latter were obtained by setting the screening $\epsilon = 1$ in the COHSEX equations [14] resulting in a XAS spectrum close to that obtained in Ref. [31] within time-dependent Hartree-Fock theory. The monomer orbitals are antibond-
With the assignment to exciton resonances. While in the monomer and the liquid higher energy states are less localized, the opposite happens in ice, as also reflected in the corresponding relative intensities of near- and post-edge peaks. This phenomenon is not caused by the transition matrix element, as both near- and post-edge resonances have strong oxygen $p$ character, but originates from the density of states (DOS). This is illustrated in Fig. 3, which depicts the DOS of water and ice (in the absence of core hole within DFT). The conduction DOS of ice has a sharp peak at $\sim 8 \text{ eV}$ above the band edge corresponding to antibonding molecular orbitals of $b_2$ symmetry. These orbitals have lobes protruding from the covalently bonded hydrogens and on the lone pair side of oxygen. In ice the antibonding $b_2$ state of a molecule does not overlap with the corresponding state of an adjacent molecule, originating a sharp peak in the DOS (Fig. 3). Because of the distinction between antibonding and bonding directions, overlap between antibonding states of H-bonded molecules is effectively forbidden. By contrast, when a nonbonded molecule is in the first coordination shell, overlap occurs, often involving the antibonding H lobes of two adjacent nonbonded molecules (Fig. 3). A substantial structural change is necessary for that to happen. In the liquid it follows from the partial collapse of the H-bond network. Orbital interaction broadens substantially the peak in the DOS (Fig. 3). As a consequence, post-edge intensity is reduced and oscillator strength is transferred to the near edge. This happens when ice melts and, to a lesser extent, when the temperature is raised in the liquid. Interestingly, the simulations of Ref. [8] found that, when the liquid is quenched to form a glass, substantial post-edge intensity is recovered together with good tetrahedral coordination, albeit in a noncrystalline lattice. This structure should mimic LDA ice, which is obtained experimentally.

**FIG. 2 (color online).** Excited electron state in the presence of a core hole on the central oxygen atom. The calculation is at the Hartree-Fock level for the monomer ($m$) and at the COHSEX level for ice $I_c$ ($i$) and water ($w$). 1: Pre-edge; 2: near edge; 3: post-edge. Molecules up to the second coordination shell are shown for ice and water. The color difference in the plots corresponds to a difference in the sign of the wave function.
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**FIG. 3 (color online).** Electronic DOS of ice ($I_c$) and water, calculated with a $4 \times 4 \times 4$ $k$-point mesh (ice) and at $k = 0$ (water) with Gaussian broadening of 0.3 eV. The conduction states have positive energy. The insets show a central tagged monomer and two adjacent molecules in ice (top) and water (bottom). Also plotted is the integrated local DOS in correspondence with the DOS peaks. The bottom inset shows overlap, indicated by an arrow, between the antibonding density of the nonbonded molecule on the left and the central molecule, while no overlap occurs between the latter and the bonded molecule at its right. See also Ref. [14].
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tally by quenching the liquid. LDA ice has SRO close to cubic and hexagonal ice [18], and the corresponding main x-ray edges are very similar [6]. On the other hand, HDA ice, which is obtained by pressure amorphization, sports a main edge similar to the liquid with a pre-edge closer to the crystal [6]. The latter is consistent with the absence of broken bonds [18]. Yet HDA has SRO different from crystalline ice, and actually closer to the liquid, due to the presence of an additional nonbonded molecule, on average, at nontetrahedral locations within the first coordination shell [18]. Arguably, this could be the reason for the similarity of the main edges of HDA ice and water, which both have molecular density higher than crystalline ice. In our liquid snapshots more than 10% of the molecules have overlapping antibonding orbitals. Interestingly, more than 60% of these molecules have five neighbors. Some of these local configurations correspond to a tetrahedrally bonded central molecule (2 donors and 2 acceptors) with a nonbonded molecule additionally present in the coordination shell. Occasionally, the latter molecule may also be tetrahedrally bonded, resulting in a local configuration similar to those suggested for HDA ice in Ref. [18].

In conclusion, spectral calculations beyond ground-state DFT bear close correspondence to experiment. Our study confirms the sensitivity of the XAS spectra to SRO modifications due to structural transitions and temperature changes. H-bond breaking mainly affects the pre-edge while the near and post-edges are sensitive to an increase of coordination due to a nonbonded molecular fraction. Our work further confirms that the XAS spectrum of water is consistent with the conventional near-tetrahedral picture. The calculated effects of a temperature change in the liquid are illuminating. Theory automatically guarantees the relative normalization of the spectra at different temperatures, a condition that may not be straightforward to enforce in experimental spectra [12,13]. The agreement of our calculation with the differential spectra of Ref. [2] provides independent support of these data. It also suggests that, in spite of the shortcomings of current DFT approximations, the description of the H-bond network provided by ab initio MD is fundamentally correct and can capture molecular trends with surprising accuracy. Finally, we note that recent x-ray emission spectra of liquid water were interpreted in terms of two coexisting local environments, one low coordinated and the other tetrahedral [33–35]. We are unable to directly address this issue as our calculation is limited to XAS, but we note that water structures from ab initio MD do not seem to support a two-liquid hypothesis.
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[22] Pseudopotential calculations provide only relative core excitation energies, and it is common practice to facilitate comparison with experiment by aligning the calculated spectra to the experimental edge (see Ref. [8]).
[23] All calculations are done at the \( k = 0 \) point of the supercell Brillouin zone.
[26] The importance of nonlocal exchange was underlined in a cluster calculation using a hybrid functional. This improved the pre- and main edge, but failed in the post-edge [27].
[28] We found, at the DFT level of theory, that vibrational broadening and better \( k \)-point sampling [8] make the two features merge into a single broader peak.