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Abstract- Wireless-optical broadband-access networks (WOBAN) present a promising solution for meeting the growing customer demands in access networks. In this paper, we address the optimal placement of optical network units (ONUs) in a WOBAN to improve its performance and reduce the fiber cost. We propose a solution for ONU placement that employs a clustering technique to distribute the ONUs across the network, for a given distribution of wireless mesh routers. We also explore the effect of routing and channel assignment on top of the ONU placement schemes. Performance evaluations from simulations are presented.
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I. INTRODUCTION

The wireless-optical broadband-access network (WOBAN) is a novel hybrid access network paradigm that consists of a high-capacity optical backhaul along with a highly flexible wireless front-end to provide high bandwidth network connectivity to mobile users in a cost effective manner. In a WOBAN, optical fibers are extended as far as possible from the telecom central office (CO), allowing the end users to access the network using a wireless front end. The WOBAN architecture has lower deployment costs because of reduced fiber costs in comparison to traditional passive optical networks.

In a WOBAN, the ONUs modulate the upstream data that are received from the wireless mesh routers to optical signals and transmit them to the optical line terminal (OLT). In the downstream direction, the optical signal is demodulated into wireless and transmitted to the mesh routers. Due to the broadcast nature of the wireless transmission, the network throughput of an WOBAN in the upstream direction is limited by wireless interference. Wireless interference can be minimized by selecting appropriate quality aware routing [1], [2], [3], [4] as well as effective channel assignment schemes [5]. Besides channel selection and routing, the placement of ONUs [6], [7], [8] in the network plays an important role in determining the performance of the network. In practice, the placements of wireless access points and routers are dictated by the need, as determined by the density and usage patterns of users in different regions of a deployment area. Here, we consider the problem of optimizing the placement of ONUs to serve a fixed set of mesh routers to minimize a performance cost metric. To achieve this, we propose a cluster-based scheme for ONU placement where ONUs are the cluster-heads and performance cost depends on the average distance between the mesh routers and their corresponding ONUs. Extensive simulations are conducted to evaluate the performance of the proposed clustering scheme in comparison with uniform-random ONU placement.

A key aspect of designing a WOBAN includes fiber deployment from OLT to the ONUs to form the optical backend. The planning for fiber deployment depends on the passive optical networks (PON) architecture, which can be based on a tree or ring topology. We also compare schemes for laying out fiber for tree and ring PON topologies and evaluate their cost comparison.

II. WOBAN ARCHITECTURE AND THE MOTIVATION BEHIND WOBAN

At the front end, a WOBAN consists of a multi-hop multi-radio wireless mesh network, while at the back end an optical access network provides connection to the Internet. At the back end the dominant technology is the passive optical network (PON) having OLTs located at the CO and optical network units (ONUs) that are connected to the wireless gateways routers. The PON interior elements are basically passive combiners, couplers and splitters. Since no active elements exist between the OLTs and the ONUs, PONs are considered as robust networks because of it’s cost-effectiveness and power efficiency.

In the wireless infrastructure, standard WiFi and WiMAX technology can be used for wireless mesh networks. The subscribers, i.e. the end-users (also known as mesh clients) send packets to their neighborhood mesh routers. The mesh routers inject packets to the wireless mesh of the WOBAN. The mesh routers can reach any of the gateways/ONUs through multi-hop routing. Thus in upstream direction (mesh routers to ONU), the routing is basically anycast and in the downstream direction (ONUs to mesh routers), the routing is unicast as traffic is sent from an ONU to a particular mesh router only. The gateways/ONUs can be strategically placed over a geographic region to better serve the wireless users. The WOBAN architecture is depicted in Fig 1.

The advantages of WOBAN can be summarized as follows:
• A WOBAN can be very cost effective in comparison to PONs, since a WOBAN does not require fibers to be penetrated to all subscriber’s homes, premises, or offices.
• The wireless mesh architecture provides a more flexible wireless access to the users compared to optical access networks. This is particularly important in highly populated areas as well as in rugged environments where it is difficult to deploy optical fibers and equipments.
• The self-healing nature of the wireless front end makes a WOBAN more robust and fault tolerant than traditional a PON. In traditional PON, a broken fiber link between the splitter and an ONU or between the splitter and the OLT makes some or all of the ONUs disconnected from OLT. In WOBAN, the traffic disrupted by any failure on a fiber link can still be forwarded through the wireless mesh routers using multi-hop routing to other ONUs and then to the OLT.
• WOBAN enjoys the advantages of anycast routing. If one gateway is congested, a wireless router can route its traffic through other gateways. This reduces load and congestion on one gateway and gives WOBAN a better load-balancing capability.
• WOBAN has much higher bandwidth capacity compared to the low capacity wireless networks, which reduces the traffic congestion, packet loss rate as well as end-to-end packet delay.

However, maximizing the performance of a WOBAN involves several issues that includes design of efficient routing protocols for the mesh routers to communicate with the ONUs, ONU/gateway selection for anycast routing, channel assignment in multi-channel multi-radio WOBAN as well as optimum ONU placement across the network area. In this paper, we mainly focus on ONU placement problem in a WOBAN under an assumed distribution of the mesh routers. Developing a proper ONU placement scheme is important as it is hard to move the ONUs and connected fibers after deployment. While planning for a network setup, the network architects need to know the peak demands of the customers in a geographic area. A typical example is an academic campus, where office buildings, living areas and lobby areas will be crowded by users for getting Internet access. The ONU placement scheme needs to be developed based on the peak demands and the known distribution of corresponding mesh routers to meet the demands.

III. ONU PLACEMENT SCHEME

Our objective is to place the ONUs in a geographic area (such as in a college campus or in a residential area) with the assumption that the location of the wireless mesh routers \((MR_1, MR_2, ..., MR_V)\) are known. Let us assume that the locations of the ONUs are given by \((X_i, Y_i), i \in (1, 2, ..., U)\), and the locations of all the routers are given by \((x_j, y_j), j \in (1, 2, ..., V)\). We develop a clustering scheme for ONU placement which is described as follows.

The ONU placement problem is to divide the network into \(U\) clusters and place the ONUs in the centroid of the cluster routers so that the distance between each ONU and its corresponding routers is minimized. This problem is basically same as minimum sum-of-squares clustering (MSSC) problem. The MSSC problem is to partition a given set of \(n\) entities into \(k\) clusters in order to minimize the sum of squared distances from the entities to the centroid of their clusters. A mathematical programming formulation of MSSC is as follows:

\[
\text{Minimize} \sum_{i=1}^{V} \sum_{j=1}^{U} w_{ij} \{(X_i - x_j)^2 + (Y_i - y_j)^2\} \quad (1)
\]

subject to

\[
\sum_{j=1}^{U} w_{ij} = 1 \quad (1 \leq i \leq V) \quad (2)
\]

\[
w_{ij} = 0 \text{ or } 1 \quad (1 \leq i \leq V) \quad (1 \leq j \leq U) \quad (3)
\]
where \( w_{ij} \) is a binary variable which is 1 if \( ONU_{ij} \) is assigned to cluster \( j \) and 0 otherwise. The MSSC problem is shown to be a NP-hard problem in [9]. A number of approximation algorithms for MSSC are reported in [10]. Here, we propose a heuristic to solve this problem.

**Proposed clustering scheme for ONU Placement:** In this section we discuss our propose clustering scheme for ONU placement. First, we need to find how many ONUs are required to satisfy the demands of all users. If the peak demand of the whole network is \( D \) and each ONU can serve a demand of \( d \) then the number of ONU required is \( U = \frac{D}{d} \). Now, we propose a greedy algorithm to place these \( U \) ONUs. We describe this with the help of Fig. 2. In Fig. 2, there are \( V = 100 \) routers and \( U = 5 \) ONUs. Our idea of choosing ONU locations is mainly based on \textit{k-means clustering} technique. At first, an initial set of \( U \) locations are generated randomly, these points are denoted by \( m_1^{(1)}, m_2^{(1)}, \ldots, m_U^{(1)} \) (the superscripts (1) corresponds to initial position). The algorithm consists of two steps:

- **Assignment phase:** In this phase, the routers are assigned to their closest ONUs, i.e. an ONU and its corresponding routers are in one cluster (this is basically partition the routers according to the Voronoi diagram generated by the ONUs. Mathematically, if a router \( V_j \) (the position of \( V_j \) is denoted by vector \( x_j \)) is in cluster \( S_i^{(t)} \) in the \( t \)-th iteration then
  \[
  S_i^{(t)} = \{ x_j : \|x_j - m_i^{(t)}\| \leq \|x_j - m_i^{(t)}\|, \forall t^* = 1, 2, \ldots, U \}
  \]
  \[ (4) \]

- **Update phase:** In this stage, the new ONU position of cluster \( i \) are calculated by taking the mean of all the router-positions, i.e.

  \[
  m_i^{(t+1)} = \frac{1}{|S_i^{(t)}|} \sum_{x_j \in S_i^{(t)}} x_j
  \]
  \[ (5) \]

The Assignment and Update phase is repeated until the solution converged, i.e. the coordinates of the ONUs no longer change.

The algorithm is repeated a large number of times with different random ONU positions and the best solution is taken at last. A pseudocode is shown in Algorithm 1.

**Algorithm 1 ONU placement scheme**

1: INPUT: \( ONU \) set of ONUs; \( MR \) set of mesh routers; \( \{x_j, y_j\}\) = position of the \( j \)-th mesh router
2: OUTPUT: the placement of the ONUs
3: Generate \( U \) ONU locations randomly
4: while Solution does not converge do
5:   Assign the routers to the nearest ONU // Assignment phase
6:   Put ONUs at the mean of all router-positions // Update phase
7: end while
8: Repeat step 3-7 for a large number of time and take the best solution

**Fiber deployment from OLT to the ONUs:** After the positions of the ONUs are identified, the OLT and the ONUs need to be connected using optical fiber. Depending on the network planning, in the optical backend the OLT and the ONUs can be connected using a tree topology or a ring topology. In case of a tree topology, a \textit{minimum spanning tree} is constructed to connect the OLT and the ONUs. The reason behind using the minimum spanning tree is to minimize the length of the fiber needed, thus the cost of deployment is also minimized. In case of a ring architecture, the laying out of fiber with minimum length can be modeled as a \textit{travelling salesman problem} (TSP). TSP can be defined as follows: given a list of cities and the distances between each pair of cities, we need to find the shortest possible route that visits each city exactly once and returns to the origin city. TSP is typical NP-hard problem. In our case the position of the OLT and the ONUs can be thought as the cities and the shortest possible route gives the minimum fiber needed.

**IV. PERFORMANCE STUDY**

In this section we compare the performance of our ONU placement scheme along with the random placement scheme using \textit{network simulator}–2 (ns2) [11] simulator with IEEE 802.11 MAC, with substantial modifications in the physical and the MAC layers, to model the cumulative interference calculations and also include the physical carrier sensing based on cumulative received power at the transmitter. The \textit{DataCapture} is also modeled in our modified \textit{ns}-2 version. Next we extend \textit{ns}-2 to support multiple channels and multiple radios as described in [12]. We also compare the effects of these ONU placement schemes on minimum hop-count routing in the upstream direction of the WOBAN. The effects and benefits of using multiple channels are also explored. The amount of total fiber required for designing the PON is constructed to connect the OLT and the ONUs. The reason behind using the minimum spanning tree is to minimize the length of the fiber needed, thus the cost of deployment is also minimized. In case of a ring architecture, the laying out of fiber with minimum length can be modeled as a \textit{travelling salesman problem} (TSP).

In this section we compare the performance of our ONU placement scheme along with the random placement scheme using \textit{network simulator–2} (ns2) [11] simulator with IEEE 802.11 MAC, with substantial modifications in the physical and the MAC layers, to model the cumulative interference calculations and also include the physical carrier sensing based on cumulative received power at the transmitter. The \textit{DataCapture} is also modeled in our modified \textit{ns}-2 version. Next we extend \textit{ns}-2 to support multiple channels and multiple radios as described in [12]. We also compare the effects of these ONU placement schemes on minimum hop-count routing in the upstream direction of the WOBAN. The effects and benefits of using multiple channels are also explored. The amount of total fiber required for designing the PON topology is calculated. We consider two different network topologies based on the distribution of mesh routers. In the first case, we distribute the mesh routers uniformly in an area of \( 1000 \times 1000 \) square meters as shown in Fig. 3. In the second case, we simulate our ONU placement, routing and channel assignment scheme where the distribution of the mesh routers is non-uniform. This is modeled by considering a bivariate Gaussian distribution of routers that are centered at four specific locations in the region, as depicted in Fig. 8.
transmission power is assumed to be 20 dBm for all cases. All
the mesh routes generate traffic at a rate of 15 KBps which are
carried to the ONUs using multi-hop communications based
on shortest hop-count routes. Each flow runs UDP and is alive
for 140 seconds. The parameters used in the simulations are
listed in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max queue length</td>
<td>200</td>
<td>Data packets size</td>
<td>1000 bytes</td>
</tr>
<tr>
<td>Propagation Model</td>
<td>Two Ray Ground</td>
<td>Traffic Generation</td>
<td>Exponential</td>
</tr>
<tr>
<td>Antenna gain</td>
<td>0 dB</td>
<td>Transmit power</td>
<td>20 dBm</td>
</tr>
<tr>
<td>Noise floor</td>
<td>-101 dBm</td>
<td>SINR Data capture</td>
<td>10 dB</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>6 Mbps</td>
<td>Power Monitor Thresh</td>
<td>-86.77 dBm</td>
</tr>
<tr>
<td>Modulation scheme</td>
<td>BPSK</td>
<td>Traffic Generation</td>
<td>Exponential</td>
</tr>
</tbody>
</table>

Performance evaluation on uniformly distributed mesh
routers: Fig. 3 shows the placement of eleven ONUs in a
geographic area comprising of uniformly distributed mesh
routers. Fig. 4 shows the costs of the ONUs in case of random
(uniformly) ONU placement scheme and clustering scheme.
The cost of the ONU$i$ is defined as follows:

$$ C_{ONU_i} = \sum_{j=1}^{V} \sqrt{(X_i - x_j)^2 + (Y_i - y_j)^2} $$

From Fig. 4, we can observe that the clustering scheme
improves the cost of most of the ONUs, compared to random
placement scheme. Fig. 5 shows the variation of overall cost
with the number of ONUs for both random placement and
clustering schemes. It is observed that the clustering scheme
generates a significantly lower cost in comparison to the
random placement scheme.

We also compare the effects of ONU placement on routing
when multiple orthogonal channels are used. Here we consider
routing in upstream direction, i.e. from the mesh router to any
one of the ONUs (anycast routing). We consider minimum
hop-count based routing. The minimum hop-count routes are
calculated from each mesh router to all the ONUs. Then the
ONU with the minimum hop is chosen as the best ONU for
that mesh router as well as the corresponding route. We use
Dijkstra’s shortest path algorithm for deciding the minimum
hop-count path. After the routes are decided, the channels are
assigned to the links as follows. The links are sorted in the
now we consider the case of ONU placement on routers: transmitting nodes. Access delay from using multiple channels in neighboring the reduction in delay is mainly due to reduction in channel interference due to the presence of multiple channels, whereas ratio is improved in case of two channels because of reduced our proposed scheme. Also we can observe that the delivery due to reduced route length and less channel access delay due to less traffic load on each link. We can also observe that the delay decreases with the increase in ONUs, which results in better route quality as well as delivery ratio. Fig. 7 shows variation of end-to-end delay with the number of ONUs. We can observe that the delay decreases with the increase in ONUs due to reduced route length and less channel access delay due to less traffic load on each link. We can also observe that the clustering scheme performs better compared to the random ONU placement scheme, which shows the effectiveness of our proposed scheme. Also we can observe that the delivery ratio is improved in case of two channels because of reduced interference due to the presence of multiple channels, whereas the reduction in delay is mainly due to reduction in channel access delay from using multiple channels in neighbouring transmitting nodes.

Performance evaluation on non-uniformly distributed mesh routers: Now we consider the case of ONU placement on a more realistic scenario, where the mesh routers are non-uniformly distributed as shown in Fig. 8. Fig. 9 and Fig. 10 show the improvement of cost in case of clustering scheme compared to the random placement scheme. The performance of packet delivery ratio and end-to-end delay are shown in Fig. 11 and Fig. 12, respectively. Comparing Fig. 6-7 and Fig. 11-12, we observe that the delivery ratio as well as the end-to-end delay experience higher improvements under uniform distributions of routers in comparison to the non-uniform case. This is because, in case of non-uniform distribution, the mesh routers are confined in few areas. This makes those areas more congested which results in more interference and access delay, which in turn reduces delivery ratio and increases the end-to-end packet delay. On the other hand in case of uniform distribution of mesh routers, the traffic is uniformly distributed, which results in improved delivery ratio and end-to-end delay.

Comparison of total required fiber for tree and ring topology at the optical backend: Depending on how the OLT and the ONUs are connected using optical fiber, the required fiber length will be different as well as the total deployment cost. Fig. 13-14 show the network topology for uniform and non-uniform distribution of mesh routers respectively, where the minimum spanning tree is constructed joining the OLT and the ONUs to ensure the minimum fiber cost. The position of
the OLT is assumed to be (500, 500). Fig. 16-17 depict of case of a ring topology where the fiber layout is done by solving the traveling salesman problem. For solving the TSP, we derive all the possible Hamiltonian cycles of the graph constructed by OLT and the ONUs and then choose the shortest cycle to minimize the fiber deployment cost. Fig. 15 and Fig. 18 show the total fiber required for both tree and ring topology with different distribution of mesh routers. These figures clearly show the amount of extra fiber required for the ring topology compared to the tree PON architecture.

V. CONCLUSION

In this paper, we study the ONU placement problem in WOBAN which aims to minimize some cost function. We propose a clustering technique to solve the problem of ONU placement and compare its benefits compared to the random ONU placement scheme in improving the network quality. We also studied the effects of number of ONUs as well as well as the effects of routing and multiple channels on the overall network packet delivery ratio and end-to-end packet delay. We also explain different PON architectures and their corresponding fiber layout schemes along with their deployment cost comparison.
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