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Summary

Procedures controlling error rates measuring at least $k$ false rejections, instead of at least one, can potentially increase the ability of a procedure to detect false null hypotheses in situations where one seeks to control $k$ or more false rejections having tolerated a few of them. The $k$-FWER, which is the probability of at least $k$ false rejections and generalizes the usual familywise error rate (FWER), is such an error rate that is recently introduced in the literature and procedures controlling it have been proposed. This paper considers an alternative and less conservative notion of error rate, the $k$-FDR, which is the expected proportion of $k$ or more false rejections among all rejections and generalizes the usual notion of false discovery rate (FDR). Procedures with the $k$-FDR control dominating the Benjamini-Hochberg stepup FDR procedure and its stepdown analog under independence or positive dependence and the Benjamini-Yekutieli stepup FDR procedure under any form of dependence have been constructed.
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1. INTRODUCTION

We consider in this article the general problem of simultaneously testing of $n$ null hypotheses $H_i$, $i = 1, \ldots, n$, against their respective alternatives, using tests that are available for these individual hypotheses. Procedures developed for dealing with this problem are traditionally based on the idea of controlling the familywise error rate (FWER), the probability of rejecting at least one true null hypothesis [Hochberg & Tamhane (1987)]. However, quite often, especially when large number of hypotheses are simultaneously tested, the notion of FWER turns out to be too stringent, allowing little chance to detect many false null hypotheses. Therefore, researchers have focused in the last decade on defining alternative less stringent error rates and developing methods that control them.

The false discovery rate (FDR), the expected proportion of falsely rejected null hypotheses, due to Benjamini & Hochberg (1995), is the first of these alternative error rates that has received considerable attention [Benjamini & Yekutieli (2001,2005), Genovese & Wasserman (2002, 2004), Sarkar (2002, 2004, 2006a, b), Storey (2002, 2003) and Storey et al. (2004)]. Recently, the ideas of controlling the probabilities of falsely rejecting at least $k$ null hypotheses, which is the $k$-FWER, and the false discovery proportion (FDP) exceeding a certain threshold $\gamma \in [0,1)$ have been introduced as alternatives to the FWER and methods controlling these new error rates have been suggested. Korn et al. (2004) gave a permutation-based procedure to control the $k$-FWER and FDP approximately. In van der Laan et al. (2004), alternative procedures controlling both the $k$-FWER and FDP are proposed augmenting single step and stepwise FWER procedures and related finite sample as well as asymptotic results are given. Single-step and stepwise $k$-FWER and FDP procedures for finite number of hypotheses in terms of only the marginal null distributions of the $p$-values either under independence or arbitrary dependence are given in Hommel & Hoffmann (1987), Lehmann & Romano (2005), Guo & Romano (2006), Romano & Shaikh (2006a, b) and Romano & Wolf (2005). When the $p$-values are independent or positively dependent in the sense of being multivariate totally positive of order two (MTP$_2$) [Karlin & Rinott (1980)], a condition satisfied in some multiple testing situations, Sarkar (2005a) developed alternative single-step and stepwise $k$-FWER procedures utilizing $k$th order joint null distributions of the $p$-values. Other methods controlling the $k$-FWER and FDP are discussed in Dudoit et al. (2004).

Often in practice one is willing to tolerate a few false rejections but wants to control too many of them, say $k$ or more. A procedure controlling the $k$-FWER in this case will have better ability to
make \( k \) or more true discoveries than the corresponding FWER \((k = 1)\) procedure. Sarkar (2005b) considered generalizing the FDR to the \( k \)-FDR, the expected ratio of \( k \) or more false rejections to the total number of rejections, which is a less conservative notion of error rate than the \( k \)-FWER. Under the independence or the MTP \(_2\) positive dependence of the \( p \)-values, he developed a \( k \)-FDR procedure utilizing \( k \)th order joint null distributions of the \( p \)-values. It is less conservative and uniformly more powerful in making \( k \) or more true discoveries than the \( k \)-FWER procedure that Sarkar (2005a) developed as a generalization of Hochberg’s (1988) FWER procedure, and often outperforms the Benjamini-Hochberg (BH) stepup FDR procedure. Sarkar (2005b) has also developed a \( k \)-FDR procedure utilizing \( k \)th order joint null distributions of the \( p \)-values under any form of dependence of the \( p \)-values, which generalizes Benjamini & Yekutieli’s (2001) (BY) stepup procedure but does not uniformly outperform it.

In this article, we focus on developing \( k \)-FDR procedures uniformly outperforming the BH and BY stepup procedures and also the stepdown analog of the BH procedure. Specifically, we consider positively dependent \( p \)-values for which a stepwise procedure, stepdown or stepup, with critical values of the BH procedure (to be simply referred to as the BH stepwise procedure) is known to control the FDR, and hence the \( k \)-FDR conservatively [Benjamini & Yekutieli (2001) and Sarkar (2002)], and generalize it to a \( k \)-FDR stepwise procedure that allows more rejections. The positive dependence condition in this paper is slightly weaker than considered earlier in the above two papers. We offer two such generalizations in the positive dependence case using bivariate distributions of the null \( p \)-values, one more conservative than the other but easier to implement, both reducing to the same procedure under independence. Based on numerical calculations, we show that, for appropriately chosen values of \( k \), our \( k \)-FDR stepwise procedure under independence is uniformly more powerful than the corresponding BH stepwise procedure. Under positive dependence, each of these \( k \)-FDR procedures remains more powerful than the corresponding BH stepwise procedure under weak dependence, but unfortunately loses its edge with increasing dependence. Often in practice, like in microarray analysis and fMRI studies, the \( p \)-values tend to be *clumpy dependent* in that they are more dependent within small groups, strongly or weakly, but are independent between these groups. The \( k \)-FDR procedures in this case are seen to improve their performance. They remain more powerful than the corresponding BH stepwise procedure even for large positive correlations. An alternative stepdown \( k \)-FDR procedure is proposed that performs better than the one in the above stepwise procedure under independence. When applied to the gene expression data in Hedenfalk et al. (2001),
it is seen to detect more differentially expressed genes than the BH stepup procedure for different values of \( k \). Finally, we develop a generalized BY procedure that uniformly outperforms the original BY procedure as a \( k \)-FDR procedure under any form of dependence.

2. Preliminaries

Suppose that \( H_1, \ldots, H_n \) are the null hypotheses that are to be simultaneously tested using the corresponding \( p \)-values \( P_1, \ldots, P_n \), respectively. Let \( P_{(1)} \leq \cdots \leq P_{(n)} \) be the ordered \( p \)-values and \( H_{(1)}, \ldots, H_{(n)} \) the associated null hypotheses. Then, given a non-decreasing set of critical constants \( 0 < \alpha_1 \leq \cdots \leq \alpha_n < 1 \), a stepdown multiple testing procedure accepts the set of null hypotheses \( \{ H_{(i)} : i \geq i_{SD}^* \} \) and rejects the rest, where \( i_{SD}^* = \min \{ i : P_{(i)} > \alpha_i \} \), if the minimum exists; otherwise rejects all the null hypotheses. A stepup procedure, on the other hand, rejects the set \( \{ H_i : i \leq i_{SU}^* \} \) and accepts the rest, where \( i_{SU}^* = \max \{ i : P_{(i)} \leq \alpha_i \} \), if the maximum exists; otherwise accepts all the null hypotheses. A stepwise (stepdown or stepup) procedure with the same constant is referred to as a single-step procedure.

The constants in a stepwise procedure are determined subject to the control at a pre-specified level \( \alpha \) of a suitable error rate. Let \( V \) denote the number of falsely rejected null hypotheses. Then, the \( k \)-FWER is defined as \( k \)-FWER = \( P \{ V \geq k \} \), with 1-FWER being the original FWER. The following lemma provides a general theory towards determining the constants in a stepwise procedure providing a control of the \( k \)-FWER. It is assumed that there are \( n_0 \) true null hypotheses and \( P_1, \ldots, P_{n_0} \) are the \( p \)-values that correspond to these null hypotheses.

**Lemma 1.** Given a stepwise procedure involving \( P_1, \ldots, P_n \) and the critical values \( 0 < \alpha_1 \leq \cdots \leq \alpha_n < 1 \), consider the corresponding stepwise procedure in terms of the null \( p \)-values \( \hat{P}_1, \ldots, \hat{P}_{n_0} \) and the critical values \( \alpha_{n-n_0+1} \leq \cdots \leq \alpha_n \). Let \( V_n \) denote the number of false rejections in the original stepwise procedure and \( \hat{R}_{n_0} \) denote the number of rejections in the stepwise procedure involving the null \( p \)-values. Then, we have for any fixed \( k \leq n \),

\[
\{ V_n \geq k \} \subseteq \left\{ \hat{R}_{n_0} \geq k \right\}.
\]

**Proof.** Let \( \hat{P}_{(1)} \leq \cdots \leq \hat{P}_{(n_0)} \) be the ordered values of \( \{ \hat{P}_1, \ldots, \hat{P}_{n_0} \} \). Note that \( \hat{P}_{(j)} \leq P_{(n-n_0+j)} \) for all \( 1 \leq j \leq n_0 \). Therefore, the original stepwise procedure rejects less number of null hypotheses, and hence has less number of falsely rejected null hypotheses, than the corresponding stepwise
procedure where the p-values corresponding to the false null hypotheses are all very close to zero. Thus, the lemma follows. □

Remark 1. According to Lemma 1, construction of a stepwise procedure providing a control of the k-FWER at $\alpha$ basically reduces to that of finding the constants in that procedure guaranteeing the inequality $P\{\hat{R}_{n_0} \geq k\} \leq \alpha$ for all $k \leq n_0 \leq n$. It unifies the arguments used separately towards constructing stepdown k-FWER and stepup k-FWER procedures [Lehmann & Romano (2005) and Romano & Shaikh (2006b)]. It essentially implies that the least favorable configuration for the k-FWER corresponds to the situation where p-values corresponding to false null hypotheses are all zero.

Sarkar (2005b) has recently introduced the concept of k-FDR. Let $R$ denote the total number of rejections. Then, it is defined as $k$-FDR = $E\,(k$-FDP), where

$$k\text{-FDP} = \begin{cases} \frac{V}{\hat{P}} & \text{if } V \geq k \\ 0 & \text{otherwise.} \end{cases}$$

That is, the k-FDR is the expected ratio of $k$ or more false rejections to the total number of rejections. When $k = 1$, it reduces to the original FDR. The k-FDR is a less conservative notion of error rate than the FDR, as $k$-FDR ≤ FDR. Using it, instead of the FDR, when one is willing to control at least $k$ false rejections rather than at least one, is a natural generalization of the idea of using the k-FWER instead of the FWER.

We will be assuming in this article that each $P_i$ under its respective true null hypothesis $H_i$ is $U(0,1)$ and jointly the p-values are positively dependent in the following sense:

$$E\left\{\phi(P_1, \ldots, P_n) \mid \hat{P}_i \leq u\right\} \uparrow u \in (0,1), \quad (1)$$

for every $\hat{P}_i$ and any increasing (coordinatewise) function $\phi$. The condition (1) is more relaxed than the positive regression dependence on subset (PRDS) condition, that is, $E\left\{\phi(P_1, \ldots, P_n) \mid \hat{P}_i = u\right\} \uparrow u \in (0,1)$, used in Benjamini & Yekutieli (2001) and Sarkar (2002), and is satisfied by the p-values arising in a number of multiple testing situations. In particular, it is satisfied by the p-values corresponding to multivariate normal test statistics with a common non-negative correlation that we consider in our numerical calculations later. Since the k-FDR is 0, and hence trivially controlled, by
any procedure if \( n_0 < k \), we will assume throughout this paper that \( k \leq n_0 \leq n \).

3. \( k \)-FDR PROCEDURES UNDER INDEPENDENCE OR POSITIVE DEPENDENCE

We will develop in this section stepwise procedures that control the \( k \)-FDR, for \( k \geq 2 \), under the condition (1). To this end, we first have

\[
k\text{-FDR} = E \left\{ \sum_{r=k}^{n_0} \frac{1}{r} \sum_{i=1}^{n_0} I \left( \hat{P}_i \leq \alpha_r, V \geq k, R = r \right) \right\}
\]

\[
= \sum_{i=1}^{n_0} \sum_{r=k}^{n} \frac{1}{r} \left\{ \hat{P}_i \leq \alpha_r, V \geq k, R = r \right\} = \sum_{i=1}^{n_0} \sum_{r=k}^{n} \alpha_r \sum_{i=1}^{r} \left\{ V \geq k, R = r \mid \hat{P}_i \leq \alpha_r \right\}.
\]

(2)

With \( r \vee k = \max\{k, r\} \), let \( \alpha_r = (r \vee k) \alpha_k / k \), for some fixed \( 0 < \alpha_k < 1 \). Then, the \( k \)-FDR in (2) simplifies to

\[
k\text{-FDR} = \frac{\alpha_k}{k} \sum_{i=1}^{n_0} \sum_{r=k}^{n} \sum_{i=1}^{r} P \left\{ V \geq k, R = r \mid \hat{P}_i \leq \alpha_r \right\}.
\]

Now, for any \( r > k \) and \( i \leq n_0 \),

\[
P \left\{ V \geq k, R = r \mid \hat{P}_i \leq \alpha_r \right\} = P \left\{ V \geq k, R \geq r \mid \hat{P}_i \leq \alpha_r \right\} - P \left\{ V \geq k, R \geq r + 1 \mid \hat{P}_i \leq \alpha_r \right\}
\]

\[
\leq P \left\{ V \geq k, R \geq r \mid \hat{P}_i \leq \alpha_{r-1} \right\} - P \left\{ V \geq k, R \geq r + 1 \mid \hat{P}_i \leq \alpha_r \right\}.
\]

The inequality follows from the assumption (1), since \( \{ V \geq k, R \geq r \} \) is a decreasing set for a stepwise procedure. Thus, we get

\[
k\text{-FDR} \leq \frac{\alpha_k}{k} \sum_{i=1}^{n_0} P \left\{ V \geq k, R = k \mid \hat{P}_i \leq \alpha_k \right\} + \frac{\alpha_k}{k} \sum_{i=1}^{n_0} P \left\{ V \geq k, R = r \mid \hat{P}_i \leq \alpha_k \right\}
\]

\[
\leq \frac{\alpha_k}{k} \sum_{i=1}^{n_0} P \left\{ V \geq k, R = k \mid \hat{P}_i \leq \alpha_k \right\} + \frac{\alpha_k}{k} \sum_{i=1}^{n_0} P \left\{ V \geq k, R \geq k+1 \mid \hat{P}_i \leq \alpha_k \right\}
\]

\[
= \frac{\alpha_k}{k} \sum_{i=1}^{n_0} P \left\{ V \geq k \mid \hat{P}_i \leq \alpha_k \right\} = \frac{\alpha_k}{k} \sum_{i=1}^{n_0} P \left\{ V \geq k, \hat{P}_i \leq \alpha_k \right\}.
\]

(3)

Applying Lemma 1 to (3), we get

\[
k\text{-FDR} \leq \frac{1}{k} \sum_{i=1}^{n_0} P \left\{ \hat{\hat{R}}_{n_0} \geq k, \hat{P}_i \leq \alpha_k \right\}.
\]

Let \( \hat{\hat{R}}_{n_0-1} \) denote the number of rejections in the corresponding stepwise procedure based on the
ordered values $\hat{P}^{(-i)}_{(1)} \leq \cdots \leq \hat{P}^{(-i)}_{(n_0-1)}$ of $\{\hat{P}_1, \ldots, \hat{P}_{n_0}\} \setminus \{\hat{P}_i\}$ and the $n_0-1$ critical values $\alpha_{n-n_0+2} \leq \cdots \leq \alpha_n$. Then, for any $k \leq r \leq n_0$, we notice that, when our procedure is a stepup procedure

$$\begin{align*}
\{\hat{R}_{n_0} = r, \hat{P}_i \leq \alpha_k\} &= \left\{\hat{P}_1 \leq \alpha_{n-n_0+r}, \hat{P}_{(r+1)} > \alpha_{n-n_0+r+1}, \ldots, \hat{P}_{(n_0)} > \alpha_n, \hat{P}_i \leq \alpha_k\right\} \\
&= \left\{\hat{P}^{(-i)}_{(r-1)} \leq \alpha_{n-n_0+r}, \hat{P}^{(-i)}_{(r)} > \alpha_{n-n_0+r+1}, \ldots, \hat{P}^{(-i)}_{(n_0-1)} > \alpha_n, \hat{P}_i \leq \alpha_k\right\} \\
&= \left\{\hat{R}^{(-i)}_{n_0-1} = r-1, \hat{P}_i \leq \alpha_k\right\}.
\end{align*}$$

(4)

whereas, for a stepdown procedure, we have

$$\begin{align*}
\{\hat{R}_{n_0} = r, \hat{P}_i \leq \alpha_k\} &= \left\{\hat{P}_{(1)} \leq \alpha_{n-n_0+1}, \cdots, \hat{P}_{(r)} \leq \alpha_{n-n_0+r}, \hat{P}_{(r+1)} > \alpha_{n-n_0+r+1}, \hat{P}_i \leq \alpha_k\right\} \\
&= \left\{\hat{P}^{(-i)}_{(1)} \leq \alpha_{n-n_0+2}, \cdots, \hat{P}^{(-i)}_{(r)} \leq \alpha_{n-n_0+r}, \hat{P}^{(-i)}_{(r+1)} > \alpha_{n-n_0+r+1}, \hat{P}_i \leq \alpha_k\right\} \\
&= \left\{\hat{R}^{(-i)}_{n_0-1} = r-1, \hat{P}_i \leq \alpha_k\right\}.
\end{align*}$$

(5)

Thus, for a stepwise procedure, we get

$$\begin{align*}
k-FDR &\leq \frac{1}{k} \sum_{i=1}^{n_0} \sum_{r=k}^{n_0} P \left\{\hat{R}^{(-i)}_{n_0-1} = r-1, \hat{P}_i \leq \alpha_k\right\} \\
&= \frac{1}{k} \sum_{i=1}^{n_0} \sum_{j \neq i=1}^{n_0} \sum_{r=k}^{n_0} \frac{1}{r-1} P \left\{\hat{R}^{(-i)}_{n_0-1} = r-1, \hat{P}_i \leq \alpha_k, \hat{P}_j \leq \alpha_{n-n_0+r}\right\}. 
\end{align*}$$

(6)

As explained in (4) and (5),

$$\begin{align*}
\{\hat{R}^{(-i)}_{n_0-1} = r-1, \hat{P}_i \leq \alpha_k, \hat{P}_j \leq \alpha_{n-n_0+r}\} &= \left\{\hat{R}^{(-i,-j)}_{n_0-2} = r-2, \hat{P}_i \leq \alpha_k, \hat{P}_j \leq \alpha_{n-n_0+r}\right\},
\end{align*}$$

for a stepup procedure, and

$$\begin{align*}
\{\hat{R}^{(-i)}_{n_0-1} = r-1, \hat{P}_i \leq \alpha_k, \hat{P}_j \leq \alpha_{n-n_0+r}\} &\subseteq \left\{\hat{R}^{(-i,-j)}_{n_0-2} = r-2, \hat{P}_i \leq \alpha_k, \hat{P}_j \leq \alpha_{n-n_0+r}\right\},
\end{align*}$$

for a stepdown procedure, where $\hat{R}^{(-i,-j)}_{n_0-2}$ is the number of rejections in the corresponding stepwise procedure involving $\{\hat{P}_1, \ldots, \hat{P}_{n_0}\} \setminus \{\hat{P}_i, \hat{P}_j\}$ and critical values $\alpha_{n-n_0+3} \leq \cdots \leq \alpha_n$. Thus,

$$\begin{align*}
k-FDR &\leq \frac{(n-n_0+k)\alpha_k}{k^2(k-1)} \sum_{i=1}^{n_0} \sum_{j \neq i=1}^{n_0} \sum_{r=k}^{n_0} P \left\{\hat{R}^{(-i,-j)}_{n_0-2} = r-2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r}\right\}.
\end{align*}$$
The inequality follows from the fact that

\[
\frac{n - n_0 + r}{r - 1} \leq \frac{n - n_0 + k}{k - 1},
\]

for all \( k \leq r \leq n_0 \). Since for \( r > k \),

\[
P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} = r - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r} \right\}
\]

\[
= P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq r - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r-1} \right\} - P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq r - 1, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r} \right\}
\]

\[
\leq P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq r - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r-1} \right\} - P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq r - 1, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r} \right\}
\]

\[
= \sum_{r=k}^{n_0} P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} = r - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r} \right\} + \sum_{r=k+1}^{n_0} \left[ P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq r - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+r} \right\} \right]
\]

\[
= P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} = k - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+k} \right\} + \sum_{r=k+1}^{n_0} \left[ P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq k - 1, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+k} \right\} \right]
\]

\[
= P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq k - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+k} \right\}.
\]

Therefore,

\[
k^{-FDR} \leq \frac{(n - n_0 + k)\alpha_k}{k^2(k-1)} \sum_{i=1}^{n_0} \sum_{j(\neq i)=1}^{n_0} P\left\{ \hat{R}_{n_0-2}^{(-i,-j)} \geq k - 2, \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+k} \right\}
\]

\[
\leq \frac{(n - n_0 + k)\alpha_k}{k^2(k-1)} \sum_{i=1}^{n_0} \sum_{j(\neq i)=1}^{n_0} P\left\{ \hat{P}_i \leq \alpha_k \mid \hat{P}_j \leq \alpha_{n-n_0+k} \right\}
\]

\[
= \frac{1}{k(k-1)} \sum_{i=1}^{n_0} \sum_{j(\neq i)=1}^{n_0} P\left\{ \hat{P}_i \leq \alpha_k, \hat{P}_j \leq \alpha_{n-n_0+k} \right\}.
\]
Thus, we have the following theorem as one of our main results.

**Theorem 1.** For a stepwise procedure with the p-values satisfying (1) and critical values given by \( \alpha_i = \{i \vee k\} \alpha_k/k, \ i = 1, \ldots, n, \) for some fixed \( 2 \leq k \leq n \) and \( 0 < \alpha_k < 1, \) we have

\[
k^{-\text{FDR}} \leq \max_{k \leq n_0 \leq n} \left\{ \frac{1}{k(k-1)} \sum_{i=1}^{n_0} \sum_{j=i+1}^{n_0} H_{ij} \left( \alpha_k, \frac{n - n_0 + k \alpha_k}{k} \right) \right\},
\]

where \( H_{ij}(u, v) = P\{\hat{P}_i \leq u, \hat{P}_j \leq v\}, \) for \( i \neq j.\)

**Remark 2.** When \( k = 1, \) the right-hand side of (3) reduces to \( n_0 \alpha_1, \) providing the inequality FDR \( \leq n_0 \alpha_1. \) It is being generalized in Theorem 1 by using joint distributions of the p-values when \( k \geq 2. \) This result for \( k = 1 \) is known in the literature [Benjamini & Hochberg (2001) and Sarkar (2002)], but under conditions slightly more restrictive than (1). Theorem 1 highlights the point, which was emphasized in Sarkar (2005b), that the concept of \( k^{-}\text{FDR,} \) like that of the \( k^{-}\text{FWER,} \) allows one to explicitly utilize the joint distribution of the p-values. However, while Sarkar (2005b) used the \( k\)th order joint null distributions of the p-values, here we use only the bivariate null distributions. Moreover, we are relying on a less restrictive assumption on the dependence of the p-values.

We can invoke the same positive dependence property (1) shared by every pair \((\hat{P}_i, \hat{P}_j)\) and apply the inequality

\[
P\{\hat{P}_i \leq \alpha_k \ | \ \hat{P}_j \leq \alpha_{n-n_0+k}\} \leq \{\hat{P}_i \leq \alpha_k \ \mid \ \hat{P}_j \leq \alpha_k\}
\]

to the second to last line in (7) to obtain the following corollary to Theorem 1, providing an upper bound to the \( k^{-}\text{FDR} \) (with \( k \geq 2 \)) that is more relaxed and easier to implement than the one in (8).

**Corollary 1.** For the stepwise procedure in Theorem 1 and under the conditions stated therein, we have, for \( k \geq 2, \)

\[
k^{-\text{FDR}} \leq \max_{k \leq n_0 \leq n} \left\{ \frac{n - n_0 + k}{k^2(k-1)} \sum_{i=1}^{n_0} \sum_{j=i+1}^{n_0} H_{ij} \left( \alpha_k, \frac{n - n_0 + k \alpha_k}{k} \right) \right\}.
\]

The \( k^{-}\text{FDR} \) of the stepwise procedure in Theorem 1 can be controlled at \( \alpha \) under the conditions stated in the theorem by equating the upper bound in (8) or (9) to \( \alpha \) and solving the resulting equation for \( \alpha_k. \) Of course, one needs to know the bivariate distributions of all pairs of null p-values. For instance, when the null p-values are exchangeable with \( H \) as the common and known bivariate
cdf, the $\alpha_k$ can be obtained satisfying the equation

$$\max_{k \leq n_0 \leq n} \left\{ \frac{n_0(n_0 - 1)}{k(k - 1)} H \left( \alpha_k, \frac{(n - n_0 + k)\alpha_k}{k} \right) \right\} = \alpha ,$$

or, can be obtained little more conservatively by solving

$$\frac{D(k, n)H(\alpha_k, \alpha_k)}{k^2(k - 1)} = \alpha ,$$

where

$$D(k, n) = \max_{k \leq n_0 \leq n} \{n_0(n_0 - 1)(n - n_0 + k)\} .$$

In particular, when the $p$-values are independent, we have the following:

**Proposition 1.** Consider a stepwise procedure with the critical values $\alpha_i = (i \lor k)\beta/n, i = 1, \ldots, n$, with $\beta = n\sqrt{(k - 1)\alpha/D(k, n)}$. It controls the $k$-FDR at $\alpha$ when the $p$-values are independent.

**Remark 3.** It is important to note that in a stepwise procedure with a control of the $k$-FDR, the first $k - 1$ critical values can be chosen arbitrarily without affecting the $k$-FDR, as in the case of a $k$-FWER stepwise procedure. Nevertheless, as argued in Lehmann & Romano (2005) and Sarkar (2005a, b), keeping these critical values constant at the $k$th critical value would be the best option. Thus, even though one can use the stepwise BH procedure with the critical values $\alpha_i = i\alpha/n, i = 1, \ldots, n$, as a $k$-FDR procedure, since it controls the FDR under the conditions assumed in this paper (see Remark 2), one may consider improving it by modifying the critical values to $\alpha_i = (i \lor k)\alpha/n, i = 1, \ldots, n$. Nevertheless, as seen in Theorem 1, it does not take full advantage of the notion of $k$-FDR in the sense that its critical values are not determined subject to a direct control of the $k$-FDR, and hence can potentially be improved. Proposition 1 helps us develop such an improvement for some choices of $(n, k)$ at least under the independence.

The procedure in Proposition 1 will be uniformly less conservative and more powerful than the corresponding stepwise BH procedure if $\beta > \alpha$, that is, if

$$\frac{n^2(k - 1)}{D(k, n)} > \alpha .$$
Since
\[ D(k, n) = \tilde{n}_0(\tilde{n}_0 - 1)(n + k - \tilde{n}_0), \]
with
\[ \tilde{n}_0 = \frac{n + k + 1}{3} \left( 1 + \left[ 1 - \frac{3(n + k)}{(n + k + 1)^2} \right]^\frac{3}{2} \right), \]
one can determine the minimum value of \( k \) for which the inequality in (12) holds for given \( n \) and \( \alpha \).

Table 1 presents such values of \( k \) for some values of \( n \) and \( \alpha = 0.05 \). For instance, with 1000 null hypotheses, if one is willing to allow at most \( k - 1 \) false rejections and seeks to control the \( k \)-FDR at \( \alpha = 0.05 \), our procedure in Proposition 1 does provide a better control of the \( k \)-FDR than the corresponding stepwise BH procedure under the independence of the \( p \)-values as long as \( k \geq 9 \).

The stepdown procedure in Proposition 1 can be improved under independence as follows. Consider a stepdown procedure with critical values \( \alpha_i = \{i \lor k\}\beta/n, i = 1, \ldots, n \), for a fixed \( 0 < \beta < 1 \). From the first line in (6), we see that for this procedure
\[ k\text{-FDR} \leq \frac{n_0 \beta}{n} P\{R_{n_0-1} \geq k-1\}, \]
where \( R_{n_0-1} \) is the number of rejections in the stepdown procedure based on \( \hat{P}_{1:n_0-1} \leq \cdots \leq \hat{P}_{(n_0-1):n_0-1} \), the ordered versions of any \( n_0 - 1 \) of the \( n_0 \) null \( p \)-values, and the corresponding critical values \( \alpha_{n-n_0+2} \leq \cdots \leq \alpha_n \). Let
\[ G_{k,n}(u) = P\{U_{(k)} \leq u\} = \sum_{j=k}^{n} \binom{n}{j} u^j (1-u)^{n-j}, \]
the cdf of the \( k \)th order statistic based on \( n \) iid \( U(0,1) \). Then, since
\[ P\{R_{n_0-1} \geq k-1\} = P\{\hat{P}_{1:n_0-1} \leq \alpha_{n-n_0+2}, \ldots, \hat{P}_{(k-1):n_0-1} \leq \alpha_{n-n_0+k}\} \leq G_{k-1,n_0-1}(\alpha_{n-n_0+k}), \]
we have the following:

**Proposition 2.** Consider a stepdown procedure with the critical values \( \alpha_i = (i \lor k)\beta/n, i = \)
It controls the $k$-FDR at $\alpha$ when the $p$-values are independent.

Table 2 presents values of $\beta$ in Proposition 2 for some choices of $(n, k)$ and $\alpha = 0.05$. It shows that the stepdown procedure in Proposition 2 indeed performs better than the stepdown procedure in Proposition 1 under independence. It continues to be a more powerful $k$-FDR procedure than the stepdown BH procedure even for values of $k$ smaller than those for the stepdown procedure in Proposition 1.

With positively dependent $p$-values, since the upper bound in Theorem 1 or its corollary is greater than or equal to the corresponding upper bound under independence, the same critical values in Proposition 1 may not continue to control the $k$-FDR. In this case, as noted before, one needs to compute $\alpha_k$, or equivalently $\beta$, where $\alpha_k = k\beta/n$, from these upper bounds using the bivariate distributions $H_{ij}$. For $p$-values generated from multivariate normal test statistics with a common non-negative correlation $\rho$, values of $\beta$ are numerically computed using these bounds for some values of $(n, k)$ and $\alpha = 0.05$ and are presented in Table 3, where $\beta \equiv \beta_1 = n\alpha_k/k$ with $\alpha_k$ in (10) and $\beta \equiv \beta_2 = n\alpha_k/k$ with $\alpha_k$ in (11).

With significantly larger critical values than the corresponding BH stepwise procedure, our proposed $k$-FDR stepwise procedures, corresponding to $\beta_1$ and $\beta_2$, are seen to be quite powerful compared to the corresponding stepwise BH procedure when the $p$-values are independent or weakly but positively dependent. However, as the $p$-values become more and more positively dependent our procedures unfortunately lose their edges over the corresponding stepwise BH procedure.

Often in practice, like in microarray analysis and fMRI studies, the $p$-values tend to be clumpy dependent in that they are more dependent within groups than between groups. Suppose that there are $g$ independent groups and, for each $i = 1, \ldots, n_0$, $J_i$ is the set of indices of null hypotheses in the group containing the $\hat{P}_i$. Clearly, $J_i \equiv J_j$ if $i$ and $j$ belong to the same group. The upper bounds in
Theorem 1 and Corollary 1 can be expressed, respectively, in this case as

\[ k-FDR \leq \max_{k \leq n_0 \leq n} \left\{ \left( \frac{n - n_0 + k}{k^2 (k - 1)} \right) \sum_{i=1}^{n_0} \sum_{j \neq i \in J_i} \left[ \frac{k}{n - n_0 + k} H_{ij} \left( \alpha_k, \frac{(n - n_0 + k) \alpha_k}{k} \right) + (n_0 - |J_i|) \alpha_k^2 \right] \right\}, \]

and

\[ k-FDR \leq \max_{k \leq n_0 \leq n} \left\{ \left( \frac{n - n_0 + k}{k^2 (k - 1)} \right) \sum_{i=1}^{n_0} \sum_{j \neq i \in J_i} \left[ H_{ij} (\alpha_k, \alpha_k) + (n_0 - |J_i|) \alpha_k^2 \right] \right\}, \]

where \(|J_i|\) is the cardinality of \(J_i\). Generating \(n\) \(p\)-values from multivariate normal test statistics with a common non-negative correlation \(\rho\) within independent groups each containing \(n/g\) \(p\)-values, we repeat our numerical calculations to examine how our stepwise procedures perform compared to the corresponding stepwise BH procedure in this case. Table 4 presents the values of \(\beta_1\) and \(\beta_2\) for some values of \((n, k, g, \rho)\) and \(\alpha = 0.05\). This time, our stepwise procedures are seen to uniformly dominate the corresponding stepwise BH procedure even for positive correlations as large as 0.5. For correlation larger than 0.5, while the procedure corresponding to \(\beta_1\) continues to uniformly dominate the corresponding stepwise BH procedure, the procedure corresponding to \(\beta_2\) works well only when the number of null hypotheses is large.

We investigate the extent of power improvement our \(k\)-FDR stepup procedures offer over the stepup BH procedure. We simulated the average power, the expected proportion of false null hypotheses that are rejected, for each of these stepup procedures. Figure 1 presents this power comparison, with our procedures corresponding to \(\beta_1\) and \(\beta_2\) labelled \(k\)-FDR SU 1 and \(k\)-FDR SU 2, respectively, and the BH procedure labelled FDR BH. Each simulated power was obtained by (i) generating \(n = 200\) dependent normal random variables \(N(\mu_i, 1), i = 1, \cdots, n\), with a common correlation \(\rho = 0.1\) and with \(n_1\) of the 200 \(\mu_i\)'s being equal to \(d = 2\) and the rest 0, (ii) applying the corresponding stepup procedure with \(k = 8\) to the generated data to test \(H_i: \mu_i = 0\) against \(K_i: \mu_i > 0\) simultaneously for \(i = 1, \cdots, 200\) at \(\alpha = 0.05\), and (iii) repeating steps (i) and (ii) 1,000 times before observing the proportion of the \(n_1\) false \(H_i\)'s that are correctly declared significant. As we can see from this figure, our proposed \(k\)-FDR stepup procedures are uniformly more powerful than the BH stepup procedure under weak dependence, with the power difference getting significantly
higher with increasing number of false null hypotheses.

4. AN APPLICATION TO GENE EXPRESSION DATA

Hereditary breast cancer is known to be associated with mutations in BRCA1 and BRCA2 proteins. Hedenfalk et al. (2001) report that a group of genes are differentially expressed between tumors with BRCA1 mutations and tumors with BRCA2 mutations. The data, which are publicly available from the web site http://research.nhgri.nih.gov/microarray/NEJM_Supplement/, consist of 22 breast cancer samples, among which \( n_1 = 7 \) are BRCA1 mutants, \( n_2 = 8 \) are BRCA2 mutants, and \( n_3 = 7 \) are sporadic (not used in this illustration). Expression levels in terms of florescent intensity ratios of a tumor sample to a common reference sample, are measured for 3,226 genes using cDNA microarrays. If any gene has one ratio exceeding 20, then this gene is eliminated, since a value of 20 is so high that it does not seem trustworthy for this data set. Such preprocessing leaves \( m = 3,170 \) genes.

We test each gene for differential expression between these two tumor types by using a two-sample \( t \)-test statistic. For each gene, the base 2 logarithmic transformation of the ratio is obtained before we compute the two-sample \( t \)-test statistic. We then calculate the raw \( p \)-value by using a permutation method from Storey & Tibshirani (2003) with the times of permutation \( B = 2,000 \). Finally, we adjust these raw \( p \)-values by using the BH stepup procedure and our proposed \( k \)-FDR stepdown procedure in Proposition 2. At \( \alpha = 0.05 \) and 0.07, the BH procedure results in 73 and 95 significant genes, respectively, while those numbers for our \( k \)-FDR method are presented in Table 5 for \( k = 2, 5, 10, 20, 30, 40 \) and 50. The \( k \)-FDR stepdown procedure is seen to always detect more differentially expressed genes than the BH procedure for these values of \( k \) and \( \alpha \).

5. \( k \)-FDR PROCEDURE UNDER ARBITRARY DEPENDENCE

We now consider developing a stepup procedure with a control of the \( k \)-FDR under any form of dependence of the \( p \)-values, which will uniformly dominate the BY procedure with the critical values \( \alpha_i = i\alpha/n \sum_{j=1}^{n} \frac{1}{j} \), \( i = 1, \ldots, n \), or its modification obtained by keeping the first \( k - 1 \) critical values same as the \( k \)th one. Define \( p_{ijr} = P \{ \hat{p}_i \in [\alpha_{j-1}, \alpha_j], V \geq k, R = r \} \), given a set critical values
\[0 = \alpha_0 < \alpha_1 < \cdots < \alpha_n.\] Then, from (2) we have,
\[
k^{-FDR} = \sum_{r=k}^{n} \sum_{i=1}^{n_0} \frac{1}{r} P\left\{ \hat{P}_r \leq \alpha_r, V \geq k, R = r \right\} = \sum_{r=k}^{n} \sum_{i=1}^{n_0} \sum_{j=1}^{r} \frac{1}{r} p_{ijr} = \sum_{i=1}^{n_0} \sum_{j=1}^{n} \sum_{r=k}^{n} \frac{1}{r} p_{ijr}
\]
\[
\leq \sum_{i=1}^{n_0} \sum_{j=1}^{n} \sum_{r=k}^{n} \frac{1}{k \lor j} \sum_{r=k \lor j}^{n} p_{ijr} \leq \sum_{i=1}^{n_0} \sum_{j=1}^{n} \frac{1}{k \lor j} P\left\{ \hat{P}_i \in [\alpha_{j-1}, \alpha_j], V \geq k \right\}
\]
\[
\leq \sum_{i=1}^{n_0} \sum_{j=1}^{n} \frac{\alpha_j - \alpha_{j-1}}{k \lor j}.
\]
(13)

Let \( \alpha_i = (i \lor k)\alpha_k/k, \) for some fixed \( 0 < \alpha_k < 1. \) Then,
\[
k^{-FDR} \leq \frac{n_0 \alpha_k}{k} \left\{ 1 + \sum_{j=k+1}^{n} \frac{1}{j} \right\}.
\]
(14)

Thus, we have the following theorem.

**Theorem 2.** A stepup procedure with the critical values
\[
\alpha_i = \frac{(i \lor k)\alpha_k}{k \left\{ 1 + \sum_{j=k+1}^{n} \frac{1}{j} \right\}}, \ i = 1, \ldots, n,
\]
for a fixed \( 0 < \alpha_k < 1, \) controls the \( k \)-FDR at \( \alpha. \)

**Remark 4.** It would be interesting to see if there exists a joint distribution of \( p \)-values under which the \( k \)-FDR of a stepup procedure with critical values of the form \( \alpha_i = (i \lor k)\alpha_k/k, \ i = 1, \ldots, n, \) for some \( 0 < \alpha_k < 1, \) is equal to the upper bound in (14). Indeed, there is such a joint distribution, which is presented in the Appendix.
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**Appendix**

The construction of a joint distribution

This appendix presents the construction of a joint distribution of \( p \)-values under which the \( k-\)
FDR of the stepup procedure with critical values of the form \( \alpha_i = (i \vee k) \alpha_k / k, \ i = 1, \ldots, n, \) for some \( 0 < \alpha_k < 1, \) attains the upper bound in (14).

Let \( I = \{1, 2, \ldots, n\} \) denote the set of indices of all null hypotheses, with \( I_0 \) and \( I_1 \) being those of true and false null hypotheses, respectively. The main idea is to construct a joint distribution under which for each \( i \in I_0 \) and \( j \geq k, \) each \( p \)-value \( \hat{P}_i \sim U[0, 1] \) and the event \( \{ \hat{P}_i \in [\alpha_{j-1}, \alpha_j] \} \) is same as the event \( \{ V \geq k, \ R = j \} \). That is, if \( j = r, \)

\[
p_{ijr} = P\{ \hat{P}_i \in [\alpha_{j-1}, \alpha_j], \ V \geq k, \ R = r \} = P\{ \hat{P}_i \in [\alpha_{j-1}, \alpha_j] \} = \alpha_j - \alpha_{j-1} .
\]

Otherwise \( p_{ijr} = 0. \) Then, by the second equality in (13), we have

\[
k^-FDR = \sum_{i=1}^{n_0} \sum_{j=1}^{n} \sum_{r=k \vee j}^{r} \frac{1}{r} p_{ijr} = n_0 \frac{\alpha_k}{k} \left\{ 1 + \sum_{j=k+1}^{n} \frac{1}{j} \right\} .
\]

The construction of the joint distribution proceeds as follows: let \( U_k, \ldots, U_{n+1} \) be \( n - k + 2 \) uniformly distributed random variables such that \( U_k \sim U[0, \alpha_k], \ U_{n+1} \sim U[\alpha_n, 1], \) and \( U_i \sim U[\alpha_{i-1}, \alpha_i], \ i = k + 1, \ldots, n. \) Let \( M \) be a random variable taking values \( k, \ldots, n + 1 \) with the following probability distribution.

\[
P\{ M = m \} = \begin{cases} 
  n_0 \frac{\alpha_k}{k} & \text{if } m = k , \\
  n_0 \frac{\alpha_k}{k} \cdot \frac{1}{m} & \text{if } k + 1 \leq m \leq n_0 , \\
  \frac{\alpha_k}{k} & \text{if } n_0 + 1 \leq m \leq n , \\
  1 - \{ n + n_0 \sum_{j=k+1}^{n} \frac{1}{j} \} \frac{\alpha_k}{k} & \text{if } m = n + 1 .
\end{cases}
\]

Here, we assume \( \{ n + n_0 \sum_{j=k+1}^{n} \frac{1}{j} \} \frac{\alpha_k}{k} \leq 1, \) which is easily satisfied. We want to associate a \( p \)-value to each of the indices \( 1, 2, \ldots, n. \) The association proceeds in 3 distinct phases.

**Phase 1.** For each given \( M = m \in \{ k, \ldots, n_0 \}, \) choose \( m \) indices \( i_1, i_2, \ldots, i_m \) randomly without replacement from \( I_0. \) Each of these chosen indices has the same \( p \)-value \( P_{i_j} = U_m. \) Each of the indices \( s \) in \( I - \{i_1, i_2, \ldots, i_m\} \) has the same \( p \)-value \( P_s = U_{n+1}. \)

**Phase 2.** For each given \( M = m \in \{ n_0 + 1, \ldots, n \}, \) choose all \( n_0 \) indices from \( I_0 \) and \( (m - n_0) \) indices randomly without replacement from \( I_1. \) Each of these indices is associated with the same
Each of the remaining unaccounted indices from $I_1$ is associated with the same $p$-value $U_{m+1}$.

**Phase 3.** Given $M = n + 1$, each of the indices in $I_0$ is associated with the same $p$-value $U_{n+1}$, and each of the indices in $I_1$ is associated with the same $p$-value zero.

It is easy to verify that, for each $i \in I_0$ and $j \geq k$, unconditionally, each $p$-value $\hat{P}_i \sim U[0, 1]$ and when $\hat{P}_i \in [\alpha_{j-1}, \alpha_j]$, there are totally $j$ $p$-values and at least $k$ $p$-values corresponding to true null hypotheses less than $\alpha_j$, i.e., the event $\{\hat{P}_i \in [\alpha_{j-1}, \alpha_j]\}$ is same as the event $\{V \geq k, R = j\}$.
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Table 1: Minimum values $k$ for different $n$ under independence with $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>9</td>
<td>17</td>
<td>39</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 2: Values of $\beta$ for the stepdown procedure in Proposition 2 for different $(n, k)$ with $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>5000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 2$</td>
<td>0.105</td>
<td>0.081</td>
<td>0.064</td>
<td>0.057</td>
<td>0.054</td>
<td>0.052</td>
<td>0.051</td>
</tr>
<tr>
<td>$k = 5$</td>
<td>0.169</td>
<td>0.115</td>
<td>0.077</td>
<td>0.063</td>
<td>0.057</td>
<td>0.053</td>
<td>0.051</td>
</tr>
<tr>
<td>$k = 10$</td>
<td>0.274</td>
<td>0.175</td>
<td>0.10</td>
<td>0.073</td>
<td>0.061</td>
<td>0.054</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Table 3: Values of $\beta_1$ and $\beta_2$ for different $(n, k)$ and non-negative $\rho$ with $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0.0</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.079</td>
<td>0.096</td>
<td>0.103</td>
<td>0.107</td>
<td>0.109</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.079</td>
<td>0.096</td>
<td>0.103</td>
<td>0.107</td>
<td>0.109</td>
</tr>
</tbody>
</table>
Table 4: Values of $\beta_1$ and $\beta_2$ for different $(n, k, g)$ and non-negative $\rho$ under clumpy dependence with $\alpha = 0.05$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$k$</th>
<th>$g$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\rho = 0.0$</td>
<td>$\rho = 0.2$</td>
<td>$\rho = 0.5$</td>
<td>$\rho = 0.8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>5</td>
<td>0.096</td>
<td>0.096</td>
<td>0.090</td>
<td>0.087</td>
<td>0.074</td>
<td>0.055</td>
<td>0.051</td>
<td>0.021</td>
</tr>
<tr>
<td>200</td>
<td>8</td>
<td>10</td>
<td>0.103</td>
<td>0.103</td>
<td>0.096</td>
<td>0.079</td>
<td>0.079</td>
<td>0.058</td>
<td>0.054</td>
<td>0.022</td>
</tr>
<tr>
<td>500</td>
<td>20</td>
<td>20</td>
<td>0.107</td>
<td>0.107</td>
<td>0.101</td>
<td>0.098</td>
<td>0.086</td>
<td>0.065</td>
<td>0.063</td>
<td>0.026</td>
</tr>
<tr>
<td>1000</td>
<td>40</td>
<td>25</td>
<td>0.108</td>
<td>0.108</td>
<td>0.105</td>
<td>0.102</td>
<td>0.094</td>
<td>0.078</td>
<td>0.076</td>
<td>0.038</td>
</tr>
<tr>
<td>2000</td>
<td>80</td>
<td>50</td>
<td>0.109</td>
<td>0.109</td>
<td>0.105</td>
<td>0.103</td>
<td>0.094</td>
<td>0.078</td>
<td>0.077</td>
<td>0.038</td>
</tr>
<tr>
<td>5000</td>
<td>200</td>
<td>50</td>
<td>0.109</td>
<td>0.109</td>
<td>0.108</td>
<td>0.107</td>
<td>0.103</td>
<td>0.095</td>
<td>0.095</td>
<td>0.066</td>
</tr>
<tr>
<td>10000</td>
<td>400</td>
<td>100</td>
<td>0.109</td>
<td>0.109</td>
<td>0.108</td>
<td>0.107</td>
<td>0.103</td>
<td>0.095</td>
<td>0.095</td>
<td>0.066</td>
</tr>
</tbody>
</table>

Table 5: Numbers of differentially expressed genes for the data in Hedenfalk et al. (2001) using the $k$-FDR stepdown procedure in Proposition 2.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\alpha = 0.05$</th>
<th>$\alpha = 0.07$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>74</td>
<td>103</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>110</td>
</tr>
<tr>
<td>10</td>
<td>76</td>
<td>124</td>
</tr>
<tr>
<td>20</td>
<td>82</td>
<td>131</td>
</tr>
<tr>
<td>30</td>
<td>94</td>
<td>139</td>
</tr>
<tr>
<td>40</td>
<td>110</td>
<td>159</td>
</tr>
<tr>
<td>50</td>
<td>130</td>
<td>162</td>
</tr>
</tbody>
</table>
Figure 1: Power of two $k$-FDR stepup procedures in the case of positive dependence with parameters $n = 200, k = 8, d = 2, \rho = 0.1$ and $\alpha = 0.05$. 
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