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Abstract

Fully immersive virtual settings are different from traditional virtual reality settings in that they are able to capture full body motion. This ability allows people to use their full range of physical motion to interact with other avatars, computer controlled agents, and objects in the virtual environment. As such, fully immersive virtual reality presents a novel mediated learning environment in which people can learn physical activities. Capturing human motion for virtual settings has traditionally been a model-based approach where a few degrees (on the order of tens) of freedom are mapped to virtual model. In contrast, we use an image-based solution that sacrifices visual fidelity for motion fidelity and increased degrees of freedom (on the order of hundreds). Due to the difficulties involved with building such an image-based immersive system, very little work has been done to assess the effectiveness of this form of mediated learning. In the current work, participants were taught several tai chi moves in either a 2D video system or a 3D immersive system equipped with features not possible to implement in traditional video systems. We demonstrated via blind coder ratings that people learned more in the immersive virtual reality system than in the 2D video system, and via self-report ratings the social presence was higher as well. We discuss these findings and the resulting implications for designing and testing fully immersive systems.
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1. Introduction

From entering a holodeck on a starship to plugging into the matrix, our culture has been fascinated with virtual settings, indistinguishable from reality, which we can augment at our whim. In the pursuit of this ideal, researchers have developed various virtual reality (VR) systems. Creating high fidelity virtual environments is a difficult endeavor; no current system has adequately solved this problem. Nevertheless, as systems have improved, VR has proven useful for various domains; in particular, it has been shown to be a successful environment for learning [1].

Research has shown that, for learning physical motion, repeating a task reinforces learning [2]. Virtual reality, as a platform for mediated learning, provides instruction on-demand, allowing students to repeat difficult motions whenever instruction is needed and as often as is needed away from the social pressures of a classroom setting. Learning adapts to the user’s schedule, goals, and speed. Previous research has shown the affordance of on-demand learning provides a distinct advantage over face-to-face human interaction [3].

While some virtual systems have proven successful for learning, most VR systems lack the ability to capture the user’s full range of motion, limiting their ability to fully immerse the user in the virtual setting. In contrast, fully immersive virtual reality allows for full mobility by capturing human motion and reproducing the same motion in the virtual representation. Full immersion is crucial to any type of learning activity that involves any type of body coordination such as medical training for surgery, learning physical therapy exercises, recreational activities (e.g., martial arts, dance, yoga), and manual skills (e.g., repair, combat training). Recent advances in computer graphics, computer vision, motion capture, and computer power have made it possible to build systems that allow us to assess the effectiveness of fully immersive virtual reality [4, 5].

Full immersion can be achieved though model-based techniques (e.g., capturing a few degrees of freedom and reproducing the captured human motion in a 3D avatar) or image-based techniques (e.g., creating a model of the human from large scale camera arrays and computer vision). Image based methods provide higher degrees of freedom and more accurate representations of the individual at the expense of model quality. Since empirical data supports the notion that motion fidelity is more important and visual fidelity [6], we believe an imaged based methods are most promising for learning fully body motions.

In the current study, we compare learning in an image-based fully immersive VR to instructional videos, the current ubiquitous method of learning full body motion without human interaction. Video-based learning [7, 8] is a good example of mediated learning since it affords instruction on-demand. Videos have a particular advantage over books in that they allow the user to view live, fluid motion of an expert performing a motion. By aggregating the results from 63 separate papers, McNeal
and Nelson [9] show that across many different contexts video is a more effective form of instruction than books.

Immersive virtual reality extends the affordances of video, allowing the user to enter the same world as the teacher. First, immersive settings allow users to see in full three dimensions, greatly increasing detail, presence (i.e., learners feel psychologically as if they are in the digital learning environment, as opposed to the physical space [10, 11]), and social presence (i.e., they feel as if the digital reconstruction of the instructor is a real person [12]). Second, as opposed to stationary video, immersive virtual settings allow users to control how they view the environment by allowing them to change aspects such as camera position and orientation.

Third, video settings only allow users to watch the instructor; immersive virtual reality allows the user to interact with the instructor and the environment, as well as to perform novel functions such as sharing body space with the instructor.

In the current work, we compare image-based immersive technology and the established video training tools in their effectiveness in teaching tai chi. We choose tai chi as the learning context because it involves complicated full-body motion and provides clear guidelines for correct performance, and previous work on model-based fully immersive virtual reality has utilized similar learning content [4].

2. Related Work

Since the advent of personal computing and the World Wide Web, there has been a surge of interest in the field of technology mediated learning [13, 14, 15, 16]. Virtual reality has proven to be a promising field for mediated learning, leading to a variety of solutions that address the need for flexible, on-demand training [1]. Virtual training has been met with wide success in the fields of aviation (e.g., flight and space simulators [17]), military (e.g., mission training [18]), medicine (e.g., invasive surgery [19, 20]), emergency (e.g., fire fighting and paramedics [21, 22]), art (e.g., calligraphy [23]), and classroom education [48],

Most empirical research measuring presence between people and virtual humans (either human controlled avatars or computer controlled agents) has utilized systems that track and render the virtual humans along a finite set of degrees of freedom (see [24], for a recent review). In the current work, we are one of the first studies to examine social interaction and social presence using a system in which a user’s entire head and body are tracked with extremely high resolution. Our results demonstrate that the high levels of immersion afforded by the fully tele-immersive system result in a higher degree of self-reported presence than video systems.

However, it must be noted the definitions of presence vary between author, and the current research was in no way designed to attempt to provide insights into the intricacies of the semantic definition of presence. Instead, the research took a simulation that was extremely immersive and tested to see if people learned better in it than in a traditional video.

For learning physical motions involving the entire body, it is essential that the user’s actions in the physical space correspond to actions rendered on the digital representation of the user (i.e., the avatar) in the virtual space. Yang gives a high level overview of both the hardware and software used in many fully immersive systems, including the image-based system utilized in this study [5], and a typical method of extracting three dimensional models of humans in real-time using off the shelf components is described by Daniilidis and colleagues [25].

In another study, Chua has developed a model-based fully immersive virtual reality system that uses a head mounted display (HMD) along with motion capture to help a student learn tai chi [4]. Their study utilized algorithms that measured deviation between joint movements between the student and the teacher while the student was trying to mimic the teacher, and did not show any advantage in performance for any virtual reality conditions over control conditions. Though Chua and colleagues’ experiment provided an important foundation to the study of immersive learning, the current work provides an approach that combines immersive technology with rigorous social scientific methodologies. Consequently, while the previous work did not demonstrate improvements in learning, the current work provides measurement tools sensitive enough to demonstrate the superiority of virtual reality systems over other forms of learning media. There are four notable advancements of the current study over previous work studying learning in virtual reality.

First, because our system is a projection-based system, there is no cumbersome HMD to inhibit naturalistic body motions. We provide extremely high presence without having to drastically limit the user. Second, the image-based reconstruction is not limited to a set number of measured degrees of freedom in the way that model-based motion capture systems are, so the user’s physical motions are highly realistic. Third, given that learning such a high level system of movements is likely a gestalt phenomenon, we evaluated our system both via self-report and blind coder ratings. These methods give us the power to test how well participants learn the overall gestalt of the tai chi system of movements, as opposed to only analyzing the success of the learning on a micro, joint-by-joint basis.

Finally, in the current study, we not only measure performance while the virtual teacher is present, but also measure learning, that is, how well the student can perform the tai chi moves later on outside of the simulation when the teacher is no longer present. In sum, the current research is unique both technologically in terms of graphics and methodologically in terms of social scientific learning measurement.

3. Study

We ran a study in our immersive virtual reality
system that reconstructed a three-dimensional model of participants as they moved. We placed the participant in a virtual setting where they could interact with their surroundings using natural movement in a tai chi learning environment. Our choice of tai chi was motivated by its slow, fluid motions, which allow us to capture fluid motion in real-time and allow the student to better follow the teacher. Moreover, since tai chi is well established, there is a correct way to perform each move. This allowed us to accurately judge the performance of each participant. Previous research examining virtual performance has utilized similar tasks [4].

3.1. Design

We compared the differences between immersive virtual reality and video as a way to isolate the effect of immersion. Since training videos for physical activities are ubiquitous, we find that this is an apt and crucial comparison for gauging the impact of immersive environments for training physical motion. In this paper the video condition refers to learning from two-dimensional images, and the virtual reality condition refers to interaction in three dimensions with feedback.

3.2. Apparatus

Figure 11: The physical workspace for our immersive reality setting. The camera clusters (a) capture images that are processed by the computers (b) and projected from the projectors (c). The infrared cameras (d) and ceiling lights (e) assist our vision algorithm in capturing a three-dimensional model of the participant.

Previous work describes our hardware in detail [5]. Figure 1 shows the physical environment in which the participant’s image is captured. Our system consisted of three components: image processing, data transmission, and visualization. Figure 2 shows an overview of our system.

In the image-processing phase (Figure 2a), twelve camera clusters (Figure 1a), consisting of three black and white cameras and a color camera, sent images to dedicated computers. Each computer then processed its image (Figure 1b) and computed a 3D representation of the scene from different viewpoints. Partial 3D representation from each viewpoint was combined later in the rendering machine to produce a full representation of the scene. The multiple cameras provided full coverage within a physical workspace of 1.2 meters by 1.2 meters by 2.1 meters.

To enhance the performance of the 3D reconstruction algorithm, ceiling and ground lights illuminated the physical setting (Figure 1e). Infrared cameras (Figure 1d) projected patterns onto objects within the workspace. These patterns did not appear on the model; however the computer used them to increase reconstruction accuracy.
The second component of the system was the network transmission of 3D data (Figure 1b). To achieve immersive virtual environments that allow realistic interactions, 3D streams must be transmitted to a rendering system synchronously with minimal delay.

Figure 13: The projected image of the virtual teacher in our environment. The move name is displayed at the top center of the screen; the reconstructed image is in the middle of the scene.

A simple compression and encoding algorithm reduced bandwidth of data increasing the speed. In visualization phase (Figure 2c), the rendering computer combined the 3D streams from the camera clusters into a single 3D model and placed the model into a virtual environment (Figure 3). Dual projectors (Figure 1c) displayed the virtual environment on a screen in front of the physical workspace. A special pair of polarized glasses combined the overlapping images into one 3D image. Blocking a projector removed one image, which in turn removed depth cues that created the perception of three dimensions. By removing depth, we created the 2D setting for the video condition. Polarized glasses could be worn in either condition without affecting the clarity of image on the screen.

The rendering machine could also record interactions and replay them offline, allowing users to review their performance. A stereo monitor connected to a separate desktop replayed the recorded scene. The monitor simulated two overlapping images by rapidly switching between two images from different viewpoints. As with the projected scene, a special pair of glasses was worn to achieve 3D images of the replay. Image switching was turned off to achieve two dimensions for the video condition.

3.3. Experimental Materials

To create our training program we first captured a 3D model of a tai chi expert as she performed a series of moves. Moves were carefully chosen taking into consideration difficulty and the constraints of the physical workspace and the amount of training time available in a one-hour session. Moves that involved traveling more than a meter or 360-degree rotations were ruled out to accommodate the space restrictions of the workspace while the participant viewed the screen.

The recorded image of the virtual teacher contained three moves, each performed three times with a pause between the discrete moves. Moves were named as follows: Part the Wild Horses Mane, Brush Knee Twist, and Throwing the Loom. While the moves had similar lower body movements, they were quite distinguishable by the upper body movement, especially hand and arm motions.

In both conditions, the virtual world displayed the name of the current move performed by the teacher centered on the top of the screen. In the video condition, the student only saw 2D images of the environment and of the virtual teacher, and only could see the teacher from a single, front-on camera angle (Figure 4). In the virtual reality condition the student saw four stereoscopic human representations, an image of herself rendered in the third person and the teacher from behind, as well as a reflection of both those images in a virtual mirror (Figure 5). We chose a mirror as opposed to arbitrary figures duplicated in space to make the interaction as natural as possible for the participants. Furthermore, the ability to duplicate images of from different vantages is an inherent affordance of our system, and the inclusion of a mirror has been shown to be beneficial when learning physical motion [26].

In order to replay and compare the student’s motions during training, the software recorded a model of the student while they were performing the moves. While rendering the scene for review, the virtual mirror was removed, and the student model was synchronized.
Figure 14: This shows the physical environment and virtual environment in the video condition from a three quarters perspective view. Participants in the physical environment can see a 2D image of the teacher in the screen in front of them.

Figure 15: This shows the physical environment and virtual environment in the VR condition from a three quarters perspective view. Students in the physical environment can see the following 3D avatars: the student, the student in the mirror, the teacher, the teacher in the mirror.

3.4. Participants

Twenty-six undergraduate students participated in the study and were compensated for their time. The participant pool was split evenly by condition (13 video and 13 virtual reality) and gender (13 male and 13 female). The virtual reality condition contained six male and seven female participants, while the video condition contained seven male and six female participants.

3.5. Procedures

Before entering the physical environment shown in Figure 1, participants were asked to fill out consent form and a demographic survey. After filling out these forms, participants entered the room and were given a briefing of all five phases of the task. Before they began the task, all participants were required to put on the same special clothing that assisted our vision algorithm.

During the first phase, the participants learned tai chi from the prerecorded teacher model. Participants watched and mimicked the teacher to the best of their ability. The environment varied by condition as described in the software section above. In addition to displaying the move names on the screen, the experimenter also called out the name of the move at the beginning of each trial. This phase was videotaped in order to be judged by blind coders during data analysis. In phase two the participant reviewed their performance in phase one on a separate desktop with a stereo monitor. This phase lasted for ten minutes. In the video condition, participants reviewed the actions of the video recording of the teacher in during phase one. The video recording played at the same rate as in phase one, and participants were not able to control any aspect of the recording or playback. In the virtual reality condition, participants received depth cues, control over the recording (e.g., angle, speed, distance), and the ability to examine a three-dimensional rendering of themselves as they interacted with the virtual teacher.

Phase three repeated the same learning task as in phase one. The participant learned from the teacher by watching and mimicking their motions. However, they had the benefit of added learning reinforcement from phase two [27]. Actions in this phase were also videotaped.

Phase four was the same for both conditions. The participants were tested on the individual moves and were asked to recreate the motions without the benefit of seeing the teacher. The experimenter verbally provided the participant with the name of all three moves and the participant performed the moves, one at a time, to the best of his or her ability. This phase was video recorded.

Phase five involved the participant filling out a questionnaire that contained questions about social presence and the usability of the environment. The questions from the questionnaire are listed in Appendix I.

4. Results

4.1. Blind Coder Ratings

Videos recorded during the experiment were separated by participant, phase, and move. For each of the 26 participants, there were three recorded phases with three moves each for a total of nine videos per participant or 234 possible videos in total. Of the 234 total videos, there were four missing or corrupted videos and 11 videos where the participant chose not to perform the task.

Two independent reviewers were trained to judge the specific Tai chi moves, and each evaluator inspected all remaining 219 videos and rated the participants performance. Each video was rated according to 13
separate categories that are depicted in Appendix II.

Of the 13 categories, eight described the steps of the Tai chi move and two described overall form; these were rated on a seven point Likert scale. Coders also rated the participant’s knowledge of tai chi and overall performance on a five point Likert scale, and the participant’s coordination as either somewhat coordinated or very coordinated. The coder inter-reliability (i.e., how similarly the two coders performed across the various videos and categories) was low but acceptable, Cronbach’s $\alpha = .55$. We then averaged the ratings from the two coders such that, for a given video we had only 13 scores that indicated the mean of the two coders. We then averaged the 13 scores into a single learning measure for each video (Cronbach’s $\alpha = .98$). Table 1 indicates the scores by condition and phase. Participants in the virtual condition consistently outperformed participants in the video condition, especially during the crucial trial of testing which was our strongest measure of actual learning. We also ran analyses to partial out the variance due to individual differences such as age, body size, gender, familiarity with technology, and previous tai chi experience. The difference between learning conditions persists when accounting for these other variables.

Table 1: The table above gives the mean and standard deviation values for participants ratings in each condition across all tests. The standard deviation is the value in parenthesis. The $p$ value (one tailed due to our a-priori, directional prediction) and $t$ scores show students learned better in the VR condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Video</th>
<th>VR</th>
<th>$t$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training I (Phase I)</td>
<td>2.10(0.69)</td>
<td>2.83(1.04)</td>
<td>2.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Training II (Phase III)</td>
<td>2.23(0.71)</td>
<td>2.88(1.08)</td>
<td>1.81</td>
<td>0.04</td>
</tr>
<tr>
<td>Testing (Phase IV)</td>
<td>2.34(0.54)</td>
<td>3.04(1.18)</td>
<td>1.94</td>
<td>0.03</td>
</tr>
</tbody>
</table>

4.2. Self Report

We examined the subjective response questions depicted in Appendix I. We first examined all of the questions surrounding social presence of the instructor. There were ten total questions gauging social presence; we ran a factor analysis using a promax rotation to arrive at a more parsimonious representation of the items. One single factor accounted for 44% of the variance [28], and four questions loaded above .60 on this factor: To what extent did you feel in the same place as the instructor, Did you experience this task as something you did together/jointly with the instructor, and how much the instructor was rated as an expert. We took a mean score of these three questions and ran t-tests to assess the differences between video and VR on social presence ratings. As Table 2 demonstrates, participants reported significantly higher social presence in the virtual reality condition than in the video condition.

We next examined the questions that related to participants analysis of the task itself. There were seven total questions gauging subjective task performance; we ran a factor analysis using a promax rotation to isolate the responses that fell together in a single scale. One single factor accounted for 44% of the variance, and four questions loaded above .60 on this factor: How pleasant was this task, How easy was it to move around in the environment, and ratings of how pleasant the task was. We took a mean score of these four questions, and as Table 2 demonstrates, this difference did not approach significance, and there was no significant effect of gender and no interaction between gender and learning condition. We attributed the lack of significance to the inherent bias that is shown when people evaluate their own behavior [6, 29].

Table 2: The table above shows the results of our self report questionnaire. The mean and standard deviation for each condition are given with the standard deviation in parenthesis. Ratings of task performance from participants within the virtual setting did not differ significantly from participants within the video setting. However, participants in the virtual setting felt significantly higher social presence.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Video</th>
<th>VR</th>
<th>$t$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Presence</td>
<td>0.81(0.76)</td>
<td>1.47(1.04)</td>
<td>1.87</td>
<td>0.04</td>
</tr>
<tr>
<td>Task Presence</td>
<td>1.81(0.710</td>
<td>1.67(0.58)</td>
<td>0.54</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Conclusions and Future Work

We presented a study assessing the affordances given by immersive virtual environments for technology mediated learning of full body physical motion. Immersive virtual environments were compared to video, the current, ubiquitous method for mediated learning. Through our comparisons, we showed that immersive virtual environments were rated better by blind coders and reported to be better by participants than their video counterparts. We showed that participants within the virtual settings performed better during every phase of the experiment. Self-reports showed participants felt higher social presence within the virtual setting.

In the current study, we designed our control condition of video only to provide a benchmark to compare our immersive system. In doing so, we may have stacked the deck in favor of demonstrating benefits of our immersive virtual system. There were learning features in the virtual reality condition (such as adding the mirror in the learning phases and being able to change the angle and distance in the reviewing phases)
that were designed to give learners as much advantage as possible. However, these extra features are directly related to the differences between video based systems that we discussed in the introduction. Moreover, as previous work did not demonstrate reliable differences with different types of virtual tai chi instruction systems [4], we wanted to first demonstrate significant differences and then, in future work, scale the differences between virtual reality and video back in order to isolate the theoretical variables that contributed to the improved learning (e.g., stereoscopic viewing versus viewpoint control versus rendering the self in third person).

Our system captures three-dimensional models of motion in real-time, however the quality and speed of reconstruction is far from perfect. Increasing the number of cameras and infrared projectors increases coverage and redundancy leading to denser, more accurate images. Cameras that identify, focus on, and follow certain body parts could increase the accuracy in key regions (e.g., face, hands) [30, 31].

The speed of our current system is constrained by two main factors. First, extracting and combining partial models from cameras clusters is computationally expensive. Porting vision algorithms to existing graphics hardware could improve speed in this regard [32, 33]. Second, the sheer volume of data saturates the network and storage bandwidths. Using techniques that have low bandwidth consumption help ease the data management load [34, 35].

The current system reconstructs both the teacher and student models using the same real-time algorithm, however only the student model needs to be captured in real-time. Real-time performance comes at the expense of reconstruction quality; by using offline algorithms to overlay meshes on the teacher model, we can fill in holes and increase the accuracy making it easier for the students to distinguish subtle differences in the teacher’s motion [36, 37, 38].

During the learning phases, participants watched and mimicked the virtual teacher. This level of interaction is acceptable for tai chi; however, other full body physical activities require feedback and the ability to manipulate the environment. Interactivity can be achieved by detecting collisions between manipulators (e.g., hands, tools) and virtual objects [39, 40, 41]. Small vibration units can give haptic feedback, indicating successful interaction with a virtual object [42, 43]. For example, a participant could dance with a virtual partner and know that their avatars are making contact; or a participant could swing a golf club to hit a virtual ball. Increased interactivity can also be achieved by increasing the intelligence of the virtual agent. The current system uses a pre-recorded model as the teacher. While human level artificial intelligence is far beyond our capabilities, it can be approximated by creating simple reactive avatars or simulated by remotely controlling the teacher model. It has been shown that the simple actions such as mimicking non-verbal gestures are enough to give the perception of intelligence [44]. As such, encoding these actions within the teacher model can increase the feeling of immersion. A simpler approach involves connecting a remote teacher to student by networking two immersive reality systems [5]. The remote teacher can interact though natural motion without having to be collocated with the student. Comparative studies can assess the benefits of each approach.

Exciting work has been done regarding collaboration within virtual environments [45, 46], however space constraints of the current physical environment limit both the number of participants in the virtual environment and the amount any given participant can move. Since each participant retains their full mobility in the virtual world, enabling our physical environment to support multiple people would expand our learning domain to include collaborative tasks (e.g., disaster relief, construction, and surgery). Retaining natural movement bolsters the validity of statements about virtual environments and the effect on social interaction and learning.

In the current system, the participant must look at a screen in front of them to see the virtual world. Exploring other immersive technologies such as HMDs or full CAVE [47] environments may increase mobility and lead to a higher degree of immersion and better learning. Different technologies are better suited to different tasks [48], studying the interaction between technology and task can help build better systems.

Changes in technology can be assessed to discover their effects on learning physical motion. As interactivity and realism of our environment increases, we hope to bridge the gap between learning from a virtual teacher, in a virtual environment, to learning from face-to-face interaction with a real teacher. In the current work, we have demonstrated persuasive evidence that immersive virtual reality provides better learning of physical movements than a two-dimensional video. As technology, and our understanding of how to use that technology, improves we should see larger gains in learning from virtual reality.
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Appendix

I. Self Report Questions

The following questions were rated on a five point Likert scale. The extremes of each scale are in brackets.

- To what extent did you have the sense that you were in the same place as the instructor? [from a very small extent to a very large extent]
- How would you rate your awareness of the instructor’s intentions/wishes in this task? [from low awareness to high awareness]
- Did you find this task pleasant or unpleasant? [from very pleasant to very unpleasant]
- Did you experience this task as something that you did together/jointly with the instructor, or as something you did on your own/separately? [from a very large extent on my own to every large extent together]
- How easy or difficult was this task? [from very difficult to very easy]
- How easy or difficult was it to move around in the environment? [from difficult to very easy]

The following questions were rated on a five point Likert scale. The extremes of each scale are in brackets.

- To what extent did you have the sense that you were in the same place as the instructor? [from a very small extent to a very large extent]
- How would you rate your awareness of the instructor’s intentions/wishes in this task? [from low awareness to high awareness]
- Did you find this task pleasant or unpleasant? [from very pleasant to very unpleasant]
- Did you experience this task as something that you did together/jointly with the instructor, or as something you did on your own/separately? [from a very large extent on my own to every large extent together]
- How easy or difficult was this task? [from very difficult to very easy]
- How easy or difficult was it to move around in the environment? [from difficult to very easy]

For each of the word pairs below, please circle the number that best suits your experience of the learning environment.

- How would you rate your awareness of the instructor’s intentions/wishes in this task? [from low awareness to high awareness]
- Did you find this task pleasant or unpleasant? [from very pleasant to very unpleasant]
- Did you experience this task as something that you did together/jointly with the instructor, or as something you did on your own/separately? [from a very large extent on my own to every large extent together]
- How easy or difficult was this task? [from very difficult to very easy]
- How easy or difficult was it to move around in the environment? [from difficult to very easy]

For each of the word pairs below, please circle the number that best suits your experience of the learning environment.

- Did you experience this task as something that you did together/jointly with the instructor, or as something you did on your own/separately? [from a very large extent on my own to every large extent together]
- How easy or difficult was this task? [from very difficult to very easy]
- How easy or difficult was it to move around in the environment? [from difficult to very easy]

For each of the word pairs below, please circle the number that best suits your experience of the learning environment.

- How would you rate your awareness of the instructor’s intentions/wishes in this task? [from low awareness to high awareness]
- Did you find this task pleasant or unpleasant? [from very pleasant to very unpleasant]
- Did you experience this task as something that you did together/jointly with the instructor, or as something you did on your own/separately? [from a very large extent on my own to every large extent together]
- How easy or difficult was this task? [from very difficult to very easy]
- How easy or difficult was it to move around in the environment? [from difficult to very easy]

II. Blind Coder Rating Criteria

The following questions were rated on a seven point Likert scale from very poor to very well. Coders were given guidelines on how to evaluate each step for each move and how to evaluate fluidity and posture.
You are provided with descriptions of how to perform each move broken down into distinct steps. On the scale below rate the participant’s performance on each step of the move.

To correctly perform tai chi each move part must flow smoothly into the next. In addition, the participant must have good posture. Good technique is described in the attached handout. On the scale below rate the fluidity of the moves and the participant’s posture throughout the entire move.

The following questions were rated on a five point Likhert scale from poor to excellent.

- Please rate the participant’s knowledge of tai chi
- Please rate the participant’s overall tai chi performance

For the final question the coders rated the participants overall coordination as either somewhat coordinated or very coordinated.